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1 Introduction 
Reinforcement learning is a learning method that rewards through trial and error and finds rules inherent in the 
data[1]. Agents determine behaviors based on the state values and policies of their surroundings, receive rewards 
accordingly, and learn policies through backward shaping to maximize the rewards. However, because this method 
is optimized for a simulation environment, there is a simulation of a real-world(sim2real) problem that cannot be 
learned properly in a real environment[2]. This is because only some agents are provided with a reward for the 
state action, and the rest learn with an observed state without a reward. Recently, research has been conducted on 
single-agent reinforcement learning that adds noise to the DNN reward; however, if the estimated value is greater 
than the maximum value, a maximum bias problem arises[3]. In other words, conventional studies do not solve the 
memory overload problem caused by an increase in the size of the learning data and queue matrix and cannot 
specify the exact q-value. 
 

2    Proposed Model 
The federated deep RL framework based on 

agnostic learning proposed in this study is 
illustrated in Figure 1. To improve the accuracy 
of the model, we used a meta-learning method 
for distributed learning by creating a mini-batch 
composed of states with random noise. For fine-
tuning, the proposed model determines and 
learns an initial weight that minimizes the sum of 
the losses calculated in each minibatch(MAML).      

Even if the q value is estimated with a value 
that deviates from the distribution, overfitting 
can be prevented by removing the loss value with  

Figure 1: Architecture of Model Agnostic Meta-Learning for      a large compensation variance. To minimize 
Efficient Federated Deep Reinforcement                       memory usage, the proposed model performs  

learning such that the nth agent selects the nth +1th Q value when determining the action. 
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3    Results and Conclusions 
In this study, performance was evaluated by comparing the accuracy, memory usage, and latency of the 

proposed framework with those of the TD method(TD). The TD is a combination of reward shaping and policy 
transfer used for the target task using the policy obtained from the source task, which selects the action with the 
largest q value among the possible actions in the next state. In this case, the policy refers to a series of rules set by 
the agent to determine the optimal action. In Q-learning, when α was defined as the rate of learning and δ as the 
discount factor, the experimental parameters were set to α = 0.05 and δ = 1.0, and the number of nodes was 
increased from 1 to 25. The accuracy was measured as the proportion of correctly classified data among all data, 
and the latency was defined as the time when the nth policy was updated. Figure 2 shows the results of evaluating 
the performance of the proposed model of agnostic learning for efficient federated deep RL and the conventional 
model of the Q-learning method according to the increase in the  number of nodes. The accuracies of the TD and 
proposed models were 92.3% and 97.8%, respectively, and the memory usage was 546.8 MB and 243.4 MB. 
Latency is measured by increasing the number of iterations to 4000, and TD is inversely proportional to the number 
of iterations; however, the proposed model shows a relatively stable pattern, deriving an average latency of 28.9% 
less than that of TD.  

Figure 2: Comparisons models in terms of performance metrics 
 

In this study, federated learning and agnostic meta-learning were considered together to increase the accuracy 
and reduce memory usage and latency of model learning in a real environment. Future research will focus on 
preventing the overestimation of q values while maintaining consistency[4]. 
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