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Abstract

Due to the varying environments of nodes and the characteristics of users, the informa-
tion generated and collected can differ, leading to class imbalance issues. This can be
addressed by sharing data; however, sharing data brings up concerns about privacy and
potential interception by intermediaries. Therefore, this study proposes a secure data shar-
ing mechanism using Principal Component Analysis (PCA). Nodes share data with each
other through PCA, and each node reconstructs the shared data based on the PCA model
they previously established. As a result, we address the trade-off issues among accuracy,
memory usage, and privacy protection.

Keywords— PCA, data imbalance problem, unsupervised learning

1 Introduction

When collecting data from distributed nodes, the information gathered can vary depending
on the environment and user characteristics, leading to class imbalance issues[1]. To address
label-biased problems, it’s essential to share data collected by other nodes[2]. However, the act
of sharing data can raise concerns about data privacy breaches and potential interception by
intermediaries. Therefore, a mechanism to securely share data between nodes is needed.

In this study, we propose a method that utilizes the properties of Principal Component
Analysis (PCA) to securely share data between nodes in order to address class imbalance.

• By proposing a secure data sharing mechanism using PCA in a node-to-node data sharing
environment, we address the issue of class imbalance.

• We evaluated assuming a data theft situation, dividing perspectives into attackers and
legitimate users.

• We address the trade-off issue between accuracy, memory usage, and privacy.

2 Proposed Method

The proposed mechanism operates as follows: Initially, each node generates data and identi-
fies the features they lack. Subsequently, they send a data transmission request to nodes that
have an abundance of the missing features. The nodes that receive the request use Principal
Component Analysis (PCA) to reduce the dimensionality of their data before transmitting it.
The node that made the transmission request also conducts a PCA to create a model for data
reconstruction. Upon receiving the data, it utilizes its PCA model to restore the data’s dimen-
sionality. Data compressed using PCA represents specific dimensional coordinates, reducing
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Figure 1: Experimental results

concerns about privacy breaches when sharing the original dataset. Additionally, sharing di-
mensionally compressed data requires less energy and memory than sharing the original dataset.
However, to prove the performance of this mechanism, two validations are necessary. The first
is to confirm that the data reduced in dimension by the sender’s PCA model maintains its per-
formance when reconstructed with the receiver’s PCA. The second is to determine the optimal
component value.

3 Conclusion

The data being shared is dimensionally reduced, and this data should remain safe from a pri-
vacy standpoint even if intercepted by a middleman. For the evaluation, the conventional model
simply shared data without the use of PCA. And we assumed that an attacker would attempt
label classification after acquiring the data. The experimental results can be seen in Figure
1. This study, through experiments, showed that the proposed mechanism does not compro-
mise performance from a legitimate user’s perspective, but its performance decreases from an
attacker’s standpoint. Moreover, at the optimal components value, the proposed mechanism
was 42 times more memory efficient than the conventional sharing methods and exhibited the
highest privacy metric.
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