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Abstract

The rise in prominence of smartwatches has necessitated the inclusion of user identification
as a crucial element in safeguarding confidentiality and safety. The current research exam-
ined the potential utilization of smartwatch sensors’ data for user identification and pro-
vided recommendations for the most effective application aspects. Based on prior findings,
it is evident that deep learning methodologies have shown superior identifying effectiveness,
as indicated by a substantial array of machine learning indicators of effectiveness. In order
to improve the accuracy of identification, this study proposes utilizing a hybrid residual
neural network known as Att-ResBiLSTM. This network combines the residual structure
and layer normalization with a bidirectional long short-term memory network. The inte-
gration described in this study enhances the network’s capabilities for extracting features.
It also includes an attention method to optimize the final feature information. As a result,
the accuracy and stability of human identification based on smartwatch sensor data are
improved. In order to assess the efficacy of the proposed Att-ResBiLSTM network, we
conducted thorough testing using a publicly available dataset known as the SP-SW HAR
dataset. This dataset encompasses a wide range of activity data obtained from sensors
embedded in smartwatches. The outcomes were exceedingly promising, with exceptional
overall identification accuracy of 98.13% and an F1-score of 98.09%. The empirical find-
ings indicate that the utilization of this approach significantly improves the efficacy of user
identification through the utilization of smartwatch sensors.

Keywords: Smartwatch Sensors, Hybrid Residual Neural Network(Att-ResBiLSTM), Atten-
tion Mechanism

1 Introduction

In contemporary society, intelligent wearable devices have emerged as an essential element in
individuals’ daily routines, serving many purposes beyond communication. One noteworthy
application may be observed in the Internet of Things (IoT) context, wherein smartphones and
smartwatches leverage their data-sensing, representation, and edge-computing characteristics
to facilitate the implementation of IoT-based solutions [1, 2].
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Smartphones have become an indispensable component of our daily routines in several res-
idential and professional settings, frequently employed to access security systems that rely on
cloud-based technology. Smartwatches present a compelling platform for implementing reliable
identity verification systems, mainly when smartphones are susceptible to theft or damage.
This can be achieved by utilizing cloud-based services, including online banking. In connecting
mission-critical Internet services through cloud-based or other data sources, it is imperative to
accurately ascertain the authentic individual who consistently engages in this activity. Imple-
menting automated identifying systems that cannot be bypassed is necessary [3].

In the past decade, learning approaches, specifically machine learning (ML), have been uti-
lized to attain favorable results in user identification based on biometrics. Under controlled
conditions, various ML algorithms have demonstrated the ability to produce satisfactory out-
comes [4]. The efficacy of conventional ML models is heavily contingent upon the approach
employed in manually extracting and selecting characteristics by humans to operate them.

Currently, deep learning (DL) techniques have achieved success during research related to
user identification. One of the critical aspects of DL is its capacity to autonomously detect
and categorize information with enhanced accuracy, hence impacting investigations related to
user identification [5]. Deep neural networks can autonomously acquire selective features from
unprocessed input, demonstrating considerable potential in the analysis of various datasets and
exhibiting a notable capacity for generalization. Many fundamental and advanced DL models
have been presented to harness the potential of DL methodologies. These models seek to address
the limitations of classic ML techniques while taking advantage of the diverse categories of
features present in different hierarchies.

In order to improve the precision of identification, this study proposes utilizing a hybrid
residual neural network known as Att-ResBiLSTM. This network combines the residual archi-
tecture and layer normalization with a bidirectional long short-term memory network (BiL-
STM). The integration described in this study boosts the network’s potential in extracting
features. It also includes an attention mechanism for improving the final feature information.
As a result, the accuracy and stability of user identification based on smartwatch sensor data
are improved.

2 Related Works

2.1 User Identification Based on Smartwatch Sensor Data

In the past decade, there has been a growing consideration of incorporating wearable sensors
into tracking mechanisms that are based on smartwatches. As an illustration, an idea for
a system has been put out by [6] to openly and consistently ascertain the identification of a
person. Nevertheless, there is a lack of substantial proof to support the notion that the person’s
conduct has undergone sufficient changes to justify its obvious categorization in most situations.
The approach proposed by Luca et al. [7] involves intentionally determining the gap between
pattern traces by utilizing the dynamic temporal warping mechanism. Most of the 22 atypical
touch patterns demonstrated by Sae-Bae et al. [8] include the simultaneous utilization of all five
fingers. In the research investigation [9], the authors employed k-nearest neighbors and support
vector machines as classification algorithms to identify the 22 analytical features derived from
touch recordings.

Consequently, each reaction is associated with two fundamental attributes, namely time
and space, by the premise of the behavior-based model. For instance, one could examine
actions akin to those delineated by [10] in pursuing user identification. The concept of multi-

2



A Hybrid Residual Neural Network with Attention Mechanism Mekruksavanich and Jitpattanakul

model continuous user identification was proposed in previous research conducted by [11]. An
alternative architectural approach for continuous user identification was suggested in a scholarly
article [12], which utilizes prior smartphone data and location information.

To a certain extent, all of the responsibilities above necessitate supplementary information
and a means of user authentication. Casale et al. [13] proposed a method for user identification
based on gait, which utilizes an unobtrusive biometric pattern to mitigate the problems above.
The construction of a four-layered framework was based on applying the geometric principle
known as a convex hull. One notable drawback is its limited functionality, as it only operates
in specified geographical areas. Rong et al. [14] utilized electronic gadgets that relied on
gait data captured by a three-dimensional accelerometer. The accelerometer was conveniently
affixed to the individual’s posterior waist in these studies. Mantyjarvi et al. [15] created a user
identification technique incorporating three key factors: data distribution statistics, correlation,
and time-frequency characteristics. Simultaneously, individuals were intentionally instructed to
ambulate at varying speeds, including slow, moderate, or fast. One notable limitation of their
research is the constraint that only one individual can engage in walking activities at any given
moment, with a relatively limited range of variations.

2.2 DL Approaches

The domain of DL has exhibited its efficacy in domains of gait identification. This encompasses
the tasks involving motion identification [16], video categorization [17], and face recognition
[18]. Nevertheless, training DL models necessitates a substantial volume of data, which poses
a challenge in gait data collection due to the constraints imposed by portable electronics re-
garding battery life and processing capabilities. In contrast to conventional ML approaches,
DL techniques are less commonly utilized in addressing gait-based implicit authentication is-
sues. In their study, Gadaleta et al. [19] introduced a framework for user authentication called
IDNet, which utilizes movement information collected from smartphones. The utilization of
IDNet involves exploiting CNN to extract general features while still employing one-class SVM
as the classifier. The convolutional neural network (CNN) takes the original gait signal as
its input directly. The suitability of this approach for CNN implementation is limited due to
CNN’s inherent limitations in efficiently interpreting one-dimensional information. The user
authentication scheme developed by Giorgi et al. [20] involves the utilization of inertial sensors
and employs a recurrent neural network (RNN) for DL-based classification. Nevertheless, there
is a substantial disparity in the outcomes between known identities and unknown identities.

The concept of cross-channel interactivity offers clear benefits in enhancing the efficacy of
DL methodologies, in contrast to certain contemporary scholarly studies that have been put
forth. The squeeze-and-excitation (SE) network, proposed by Hu et al. [21], aims to calibrate
channel feature reactions. Chen et al. [22] and Dai et al. [23] employed channel-wise attention
mechanisms in their respective semantic segmentation and image captioning studies. Wu and
He [24] employed the technique of group normalization. The above model might be interpreted
as a specialized model incorporating channel-wise connectivity. Nevertheless, how they engage
with one another across several channels could be more complex, as it solely involves the
calculation of the mean and standard deviation of feature maps. In computer vision, Yang et
al. [25] introduced the concept of cross-channel interaction inside a single layer. This approach
facilitates communication between channels within the same layer, enhancing efficiency.
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our experimental results. Finally, Section V draws a 
conclusion of this work and show challenging future works. 

II. RELATED WORKS 
A. User Identification Based on Smartwatch Sensor Data 

Wearable sensors have been considered in recent years as 
part of smartwatch-based identification systems. For 
example, [add2.1] proposed a mechanism for explicitly and 
continuously identifying the individual. However, there is no 
compelling evidence that the individual’s behavior has 
changed enough to warrant an apparent classification in most 
circumstances. Luca et al. [add2.2] present a technique for 
explicitly determining the distance between pattern traces 
using the dynamic time warping mechanism. Most of the 22 
unusual touch patterns shown by Sae-Bae et al. [add2.3] 
include using all five fingers concurrently. They used k-
nearest neighbors and support vector machines to categorize 
the 22 analytical characteristics from touch traces analyzed in 
the study [add2.4].  

As a result, each action is correlated with two essential 
characteristics: Time and space, according to the behavior-
based model’s principle. For example, if you are looking to 
identify a user, you could look to activities such as those 
described by [add2.5]. Multi-model continuous user 
identification was suggested by the works of [add2.6]. 
Another distinctive architecture for ongoing user 
identification was proposed in [add2.7] by leveraging 
historical smartphone records and positions.  

 
To a certain degree, all the tasks mentioned above need 

additional details and a source of user identification. Casale 
et al. [add2.8] provided a gait-based user identification over 
an inconspicuous biometric pattern to address these concerns. 
A four-layered structure made use of the geometric principle 
of a convex hull. For example, it only functions in specific 
locations which is a severe disadvantage. Wearable devices 
based on gait signals recorded using a three-dimensional 
accelerometer were employed in the studies of [add2.9], 
where the accelerometer was simply attached to the 
individual’s waist at the rear. A three-fold technique for user 
identification based on data distribution statistics, correlation, 
and time-frequency characteristics was developed by 
[add2.10]. At the same time, the people were deliberately 
requested to stroll at different velocities, such as slow, 
regular, or quick. The fundamental disadvantage of 
Mantyjarvi’s work is that only one person can walk at a time, 
and with relatively restricted variants.  
 

B. Deep Learning Approaches 
 

The field of deep learning [add2.11] has demonstrated its 
effectives in areas related to gait recognition. This includes 
action recognition [add2.12], video classification [add2.13] 
and face recognition [add2.14]. However, the training of deep 
learning models requires a large amount of data, and it is very 
difficult to collect a large amount of gait data because of the 
battery and processing power limitations of mobile devices. 
Compared to traditional machine learning methods, deep 
learning methods are less applied to gait-based implicit 
authentication problems. Gadaleta et al. [add2.15] proposed a 

user authentication framework from smartphone- acquired 
motion signals named IDNet. IDNet exploits CNN as 
universal feature extractors, which still uses one-class SVM as 
a classifier. They directly use the original gait signal as the 
input to the convolutional neural network. This method is not 
appropriate for CNN because CNN is not good at processing 
one-dimensional signals. Giorgi et al. [add2.16] described a 
user authentication framework, exploiting inertial sensors and 
making use of Recurrent Neural Network for deep-learning 
based classification. However, the difference in results for 
known identities and unknown identities is quite significant.  

To improve performance of deep learning approaches, the 
idea of cross-channel interaction has obvious advantages 
compared with some recently proposed literature works. Hu et 
al. [add2.17] proposed a squeeze-and-excitation (SE) 
network, which can calibrate channel feature responses. Chen 
et al. [add2.18] and Dai et al. [add2.19] used channel-wise 
attention for semantic segmentation and image captioning. 
Wu and He [add2.20] used group normalization. This model 
can be seen as a special model equipped with channel-wise 
communication. However, their interactions across different 
channels are too simple, where only the mean and standard 
deviation of feature maps are computed. Yang et al. [add2.21] 
proposed cross-channel interaction at the same layer in 
computer vision area, which encourages the same layer’s 
channel communication with each other to produce 
performance gain.  

III. THE ACTIVITY-BASED USER IDENTIFICATION 
FRAMEWORK 

The activity-based user identification framework, which 
is used in this work, composes of four main processes: data 
acquisition, data pre-processing, data generation, model 
training and evaluation as shown in Fig 1. 
 

 
Fig. 1 The proposed framework of activitiy-based user identification 

using smartwatch sensors 

A. SP-SW HAR  Dataset 

The SP-SW HAR dataset [add3.1] is a publicly 
benchmark HAR dataset that collected smartphone and 
smartwatch sensor data are based on inertial measurement 
unit (IMU). Linear acceleration and angular velocity data 
were collected from 23 participants, aged 23 to 66, consisting 
of ten females and fifteen males. The participants were given 
a smartphone and a smartwatch that installed the application 
on their own mobile device, and they had no restrictions and 
could go on about their daily lives. For the data collection 
protocol, the participants were asked to label different 
activities, all very common in people’s daily lives: seated, 
sitting down, standing up, turning, and walking. Some 
samples of accelerometer and gyroscope data were shown in 
Fig.3. 
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Figure 1: The proposed framework of activity-based user identification using smartwatch sensors

3 The Activity-base User Identification Framework

The methodology employed in this study for user identification is the activity-based approach.
It encompasses four primary stages, including data acquisition, pre-processing, generation, and
model training and assessment, as depicted in Figure 1.

3.1 SP-SW HAR Dataset

The SP-SW HAR dataset [26] is an openly available Human Activity Recognition (HAR) refer-
ence dataset. This dataset comprises sensor data from smartphones and smartwatches, explic-
itly utilizing the inertial measurement unit (IMU) technology. Data about linear acceleration
and angular velocity were gathered from a sample of 23 individuals ranging in age from 23
to 66. The sample comprised ten female participants and fifteen male participants. The par-
ticipants were provided with a smartphone and a smartwatch, both of which were equipped
with the program. They were not subjected to any limitations and were free to engage in their
regular daily activities. Per the data-collecting methodology, participants were instructed to
categorize behaviors frequently seen in individuals’ everyday routines. These actions included
seated, sitting, standing, bending, and strolling. Figure 2 displays examples of accelerometer
and gyroscope data.

This study primarily centered on using smartwatch sensor data due to several factors. The
smartwatch is a prevalent technology utilized in everyday life. In addition, the smartwatch has
enhanced computational capabilities for executing exceptionally effective DL models.

3.2 Data Pre-processing

The smartwatch’s raw sensor data underwent two pre-processing techniques: noise removal and
data standardization. The pre-processed sensor data underwent segmentation employing fixed-
width sliding windows of 2 seconds, with a non-overlapping measure, as depicted in Figure
3.
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Figure 2: Some sample data of five activities from the SP-SW HAR dataset: (a) accelerometer
data (b) gyroscope data

In this research, we focused on the smartwatch sensor data 
for several reasons. The smartwatch is a common device that 
ones use in daily living. Moreover, the smartwatch is more 
powerful for computing highly efficient deep learning 
models.  

 

(a) 

 

(b) 

Fig. 3 Some sample data of  five activities from the SP-SW HAR dataset: 
(a) acclerameter data (b) gyroscope data 

B. Data Pre-processing 
Raw smartwatch sensor data were manipulated in data 

pre-processing as follows: noise removing and data 
normalization. Then the pre-processed sensor data were 
segmented using a fixed-width sliding windows of 2 seconds 
with non-overlapping proportion as shown in Fig.2. 
 

 
Fig. 2 Data segmentation using a fixed-width sliding window used in 

this work 

 
C. Training Deep Learning Models 

In this work, we proposed a hybrid residual neural network 
called Att-ResBiLSTM to solve the user identification 
problem. The model’s network structure, illustrated in Fig.3, 
consists of three key components: convolutional layers, 

ResBiLSTM, and an attention layer. The first component, a 
convolutional layer, is responsible for extracting spatial 
features from the preprocessed data. By controlling the step 
size of the convolution kernel, it effectively reduces the length 
of the time series. This enables the model to reduce 
recognition time. Next, the improved ResBiLSTM network is 
used to extract time series features from the data processed by 
the convolutional layer. By combining the strengths of 
bidirectional long short-term memory (BiLSTM) and 
incorporating residual connections, the ResBiLSTM 
component enhances the model’s ability to capture long- term 
dependencies in the time series data. This integration boosts 
the model’s capability to understand complex temporal 
patterns and improves recognition accuracy. To further opti- 
mize the final recognition features, we introduce the attention 
mechanism. This mode calculates weights for the feature 
information generated by the ResBiLSTM network, allowing 
the model to selectively focus on the most informative parts 
of the input data. By emphasizing the most relevant features, 
the attention mechanism enhances the discriminative power of 
the model and improves the accuracy of user identification.  

 
Fig. 3 The proposed Att-ResBiLSTM model for user identification 

D. Performance Messurement Criteria 
To evaluate the identification performance of the proposed 

deep learning model, four standard evaluation metrics, e.g. 
accuracy, precision, recall, and F-measure, are calculated in 
the process of 5-fold cross validation. The mathematical 
formulas of the four metrics are expressed as follows: 

Accuracy =        (7) 

  
Precision  =    (8) 

Recall       =    (9) 

F-measure =  (10) 

 
These four evaluation metrics are most common 

performance of user identification. The identification is 
defined as a true positive (TP) identification for the considered 
class and a true negative (TN) identification for all other 
classed. A sensor data belonging to one class may be 
misclassified as belonging to another, creating a false positive 
(FP) identification of that class, while a sensor data belonging 
to another class may be misclassified as belonging to that 
class, creating a false negative (FP) identification of that class. 

IV. EXPERIMENTS AND RESULTS 
In this section, we describe experiment setting and show 

experimental results used to evaluate the proposed Att-
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Figure 3: Data segmentation using a fixed-width sliding window used in this work

3.3 Training DL Models

In this study, we have introduced a novel hybrid residual neural network known as Att-
ResBiLSTM, which aims to address the issue of user identification. The network design of
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In this research, we focused on the smartwatch sensor data 
for several reasons. The smartwatch is a common device that 
ones use in daily living. Moreover, the smartwatch is more 
powerful for computing highly efficient deep learning 
models.  

 

(a) 

 

(b) 

Fig. 3 Some sample data of  five activities from the SP-SW HAR dataset: 
(a) acclerameter data (b) gyroscope data 

B. Data Pre-processing 
Raw smartwatch sensor data were manipulated in data 

pre-processing as follows: noise removing and data 
normalization. Then the pre-processed sensor data were 
segmented using a fixed-width sliding windows of 2 seconds 
with non-overlapping proportion as shown in Fig.2. 
 

 
Fig. 2 Data segmentation using a fixed-width sliding window used in 

this work 

 
C. Training Deep Learning Models 

In this work, we proposed a hybrid residual neural network 
called Att-ResBiLSTM to solve the user identification 
problem. The model’s network structure, illustrated in Fig.3, 
consists of three key components: convolutional layers, 

ResBiLSTM, and an attention layer. The first component, a 
convolutional layer, is responsible for extracting spatial 
features from the preprocessed data. By controlling the step 
size of the convolution kernel, it effectively reduces the length 
of the time series. This enables the model to reduce 
recognition time. Next, the improved ResBiLSTM network is 
used to extract time series features from the data processed by 
the convolutional layer. By combining the strengths of 
bidirectional long short-term memory (BiLSTM) and 
incorporating residual connections, the ResBiLSTM 
component enhances the model’s ability to capture long- term 
dependencies in the time series data. This integration boosts 
the model’s capability to understand complex temporal 
patterns and improves recognition accuracy. To further opti- 
mize the final recognition features, we introduce the attention 
mechanism. This mode calculates weights for the feature 
information generated by the ResBiLSTM network, allowing 
the model to selectively focus on the most informative parts 
of the input data. By emphasizing the most relevant features, 
the attention mechanism enhances the discriminative power of 
the model and improves the accuracy of user identification.  
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Figure 4: The proposed Att-ResBiLSTM model for user identification

the model is depicted in Figure 4 and comprises three essential elements: convolutional lay-
ers, ResBiLSTM, and an attention layer. The convolutional layer’s initial element determines
spatial characteristics from the pre-processed input. By manipulating the magnitude of the
convolution kernel, it significantly diminishes the duration of the temporal sequence. This fea-
ture allows the model to decrease the duration required for identification. Subsequently, the
enhanced ResBiLSTM network is employed to extract temporal features from the data that has
been subjected to convolutional layer processing. The ResBiLSTM module is designed to im-
prove the model’s capacity for recognizing long-term dependencies in time series data by using
the advantages of BiLSTM and integrating residual connections. Incorporating this component
enhances the model’s capacity to comprehend intricate temporal patterns and accuracy of iden-
tification. In order to enhance the efficiency of the ultimate identification characteristics, we
propose incorporating the attention mechanism. The present mode facilitates the computation
of weights for the feature information produced by the ResBiLSTM network, thereby enabling
the model to concentrate discerningly on the most informative segments of the input data. The
attention mechanism plays a crucial role in enhancing the ability to discriminate the model and
improving user identification accuracy by stressing the most pertinent variables.

4 Experiments and Results

All experiments conducted in this study were executed on the Google Colab Pro+ platform
utilizing a Tesla V100. The Python programming language utilizes libraries like Python, Ten-
sorFlow, Keras, Scikit-Learn, Numpy, and Pandas. In this study, we perform experiments to
assess the identification capabilities of the presented Att-ResBiLSTM model and compare its
performance with standard DL techniques.

The data presented in this study were obtained using a 5-fold cross-validation process. This
study conducted a series of investigations to assess the effectiveness of recognizing the suggested
Att-ResBiLSTM model. Various measures were used to assess the model’s effectiveness, includ-
ing accuracy, precision, recall, and F1-score. The results of these evaluations are presented in
Table 1.

The experimental findings demonstrate that the Att-ResBiLSTMmodel attained the highest
level of accuracy at 98.12% and the highest F1-score at 98.09% when utilizing accelerometer
and gyroscope data for analyzing walking motion. The comparison results demonstrate that
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Sensor
Identification Performance (%mean±%Std.)

Accuracy Precision Recall F1-score

Acc. 96.50%(±0.66%) 96.66%(±0.62%) 96.53%(±0.60%) 94.48%(±0.63%)

Gryo. 96.46%(±1.30%) 96.81%(±1.07%) 96.55%(±1.13%) 96.57%(±1.15%)

Acc. + Gyro. 98.12%(±0.67%) 98.36%(±0.55%) 98.00%(±0.79%) 98.09%(±0.70%)

Table 1: Performance metrics of the proposed Att-ResBiLSTM model using different smart-
watch sensor data

ResBiLSTM model for user identification using 
accelerometer and gyroscope data of walking activity that 
collected from smartwatch sensors.  

 
A. Experiments 

Every experiment in this study is implemented on the 
Google Colab Pro+ platform with a Tesla V100. Python 3.6.9, 
TensorFlow 2.2.0, Keras 2.3.1, Scikit-Learn, Numpy 1.18.5, 
and Pandas 1.0.5 libraries are also used to develop the Python 
programming language. In this work, we conduct experiment 
to evaluate identifcation of the proposed Att-ResBiLSTM and 
compare the model with baseline deep learning models. For  

B. Experimental Results 
These data were generated by 5-fold cross validation 

protocol. This work conducted several experiments to 
evaluate the recognition performance of the the proposed Att-
ResBiLSTM with a variation of metrics such as accuracy, 
precision, recall and F1-score are shown in Table II. 

TABLE I.  PERFORMANCE METRICS OF THE PROPOSED ATT-
RESBILSTM MODEL USING DIFFERENT SMARTWATCH SENSOR DATA 

 

 

 These experimental results evident that the Att-
ResBiLSTM achieved with the highest accuracy of 98.13% 
and the highest F1-score of 98.09% using accelerometer and 
gyroscope data of walking activity. To show the improvement, 
the comparative results showed that the presented Att-
ResBiLSTM outperforms other baseline CNN and BiLSTM 
models as shown in Fig.4. 

 

 
Fig. 4 Comparative results of baseline deep learning models and the 

proposed Att-ResBiLSTM used in this work 

 

V. CONCLUSION AND FUTER WORKS 
In this study, we proposed a hybrid residual neural 

network combining attention mechanism called Att-
ResBiLSTM model. This proposed model employs some 
advantages of squeeze-and-excitation module to consider 
channel-wise information of each convolutional layer. We 

evaluated the proposed DL model with a public benchmark 
wearable sensor dataset, namely SP-SW HAR dataset. 
Experimental results showed that the Att-ResBiLSTM 
outperforms other based models with highest accuracy of 
98.13% and the highest F1-score of 98.09%. 

In addition, this study compared the effectiveness of 
accelerometer data against gyroscope data. According to the 
findings, the combination of accelerometer data and 
gyroscope data surpassed in the identification process.  

Future research could also include the validation of the 
proposed DL models in other benchmark datasets that show 
different physical activity patterns. Further improvement in 
the performance could be made with the development of more 
complex and lightweight deep learning networks and novel 
data representations based on time-frequency analysis.  
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Figure 5: Comparative results of baseline DL models and the proposed Att-ResBiLSTM used
in this work

the Att-ResBiLSTM model, as given in Figure 5, exhibits superior performance compared to
the benchmark CNN and BiLSTM models.

5 Conclusion and Future Works

This study introduces an innovative model called Att-ResBiLSTM, a hybrid residual neural net-
work incorporating a mechanism for attention. The suggested model incorporates the benefits
of the squeeze-and-excitation module in order to take into account the channel-wise information
of each convolutional layer. The suggested DL approach was assessed using a publicly available
standard dataset of wearable sensor data, specifically the SP-SW HAR dataset. The investiga-
tion results indicate that the Att-ResBiLSTM model performs better than other computational
models, achieving an accuracy of 98.12% and the highest F1-score of 98.09%. Furthermore, this
study conducted a comparative analysis to assess the efficacy of accelerometer data compared
to gyroscope data. Based on the results, integrating accelerometer data and gyroscope data
exhibited superior performance in the recognition procedure.

Further study endeavors may validate the suggested DL models in additional comparison
data sets exhibiting diverse physical activity patterns. Additional enhancements to efficiency
could be achieved through the advancement of intricate and lightweight DL networks, as well
as the creation of innovative data representations rooted in time-frequency analytics.
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