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Abstract 

With the rapid development of 5G communication technology and the Internet of 

Things, a large number of new services have emerged on mobile terminal devices, 

which require low latency and high bandwidth, resulting in an explosive growth of 

mobile communication traffic. Traditional cloud computing is not a good solution to 

this situation. Therefore, mobile edge computing comes into being. Mobile Edge 

Computing (MEC) is a new computing mode. The edge server is deployed at the edge. 

The computing task generated by the mobile terminal device can be unloaded to the 
edge server that is physically closer to the mobile terminal device for processing. The 

problem of limited computing power of mobile terminal users is solved. At present, 

many researches on mobile edge computing are based on multi-user single-server 

scenarios. Based on this, this paper will study and analyze the resource allocation of the 

edge end in the multi-base station and multi-user scenario in mobile edge computing. 

Firstly, the multi-base station and multi-user application scenario model is described, 

and then the concept of edge computing resource allocation is proposed. Finally, the 

effectiveness of the two resource allocation algorithms is verified through simulation 

experiments. The results show that the proposed resource allocation scheme can 

effectively reduce the task processing delay of mobile users, and the dynamic minimum 

connection algorithm can allocate the computing resources at the edge more rationally. 
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1 Introduction 

In recent years, with the rapid development of the Internet of Things and 5G communication 

technology, mobile terminal devices (smartphones, smart watches, smart bracelets, pads, etc.) are 

gradually becoming an important tool for our sslife, study, work, and entertainment, and their number 
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is also increasing. With the increasing number of these mobile terminal devices, many new 

applications are also emerging, which has brought explosive growth in mobile data traffic. Many 

emerging applications often need to consume a lot of computing resources, such as AR, VR, and 

large-scale games, to achieve low latency requirements. However, the computing resources of most 

mobile terminal devices are very limited. For some delay-sensitive and computation-intensive tasks, it 

is difficult to meet the needs of low delay only by mobile terminals themselves.  

Traditional cloud computing supports powerful computing and storage capabilities. In cloud 
computing mode, compute-intensive tasks and delay-sensitive tasks generated by mobile terminal 

devices can be offloaded to cloud servers far away from mobile terminal devices to solve the problem 

of insufficient computing power of mobile terminal devices. However, the cloud server located in the 

core network is usually very far away from the mobile terminal device. If all end users unload the 

computing tasks generated by the mobile terminal device to the cloud server, the network load will be 

increased, resulting in insufficient bandwidth, and the transmission delay of the task will be greatly 

increased, which still cannot meet the service demand of low delay.  

To solve this situation, the European Telecommunications Standards Institute (ETSI) in 2014, was 

the first to put forward the edge mobile computing (MEC) [1]. Mobile edge computing technology is 

usually deployed at the edge base station. Compared with the cloud server of the core network, the 

mobile edge server is much closer to the mobile terminal device. Therefore, if the computing task of 

the mobile terminal device is uninstalled, The computing task can be offloaded to the mobile edge 
server that is closer to the location and within the coverage of the base station signal, to meet the 

needs of mobile end users to achieve low latency, which not only alleviates the phenomenon of core 

network congestion, but also greatly reduces the network delay, thus improving the quality of user 

experience.  

2  Related Work 

As a new computing paradigm, mobile edge computing can better solve the problem of 

insufficient computing power, storage capacity, and battery capacity of mobile terminal devices, 

which has attracted a large number of scholars to study it. At present, most scholars in the field of 

mobile edge computing focus on computing offload, and the optimization goals are delay 

optimization, energy consumption optimization, or weighted and optimized between delay and energy 

consumption. 

(1) Energy consumption optimization. Reference [2] studies the computational offloading problem 
in small cellular networks. A hierarchical unloading algorithm based on genetic algorithm (GA) and 

PSO algorithm is designed. Minimize power consumption across all terminals by jointly optimizing 

compute offload decisions, spectrum, power, and server compute resource allocation. Reference [3] 

studies the computational unloading problem of a single mobile device and different types of random 

arrival tasks in a dynamic MCC environment. Using Lyapunov optimization theory, a DREAM 

algorithm is designed. By jointly optimizing compute offload decisions, mobile device compute 

resource allocation, and network interface selection, mobile device power consumption is minimized 

while maintaining task queue stability. 

(2) Delay optimization. Literature [4] studies the computational unloading problem in industrial 

scenarios and designs a computational unloading algorithm PSAO based on the PSO algorithm. By 

introducing a penalty function, PSAO can effectively reduce the computing delay of mobile devices 
under the limitation of energy consumption of mobile devices. Literature [5] studies the 

computational unloading problem of random arrival tasks in a single mobile device. Using the 

Markov decision process, a one-dimensional search algorithm is designed to determine the unloading 

strategy of a task. Reference [6] studies the computational unloading problem of multi-type random 
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arrival tasks between edge computation-enabled base stations and MEC-enabled base stations (MEC-

BSs). To balance the task computation delay of each MEC-BS, the problem is modeled as a non-

cooperative game and a distributed iterative algorithm is designed. Simulation results show that the 

algorithm has fast convergence, and the total computation delay can be reduced by 45% ~ 50% on 

average in multiple scenarios. 

(3) Weighting and optimization of energy consumption in time delay. Reference [7] studies the 

problem of multi-user and multi-task computing offloading in mobile edge computing networks. A 
computational unloading algorithm based on reinforcement learning is designed to minimize the 

system cost, that is the weighted sum of energy consumption and delay. Literature [8] also studies the 

problem of multi-user and multi-task computing offloading in MEC. A hierarchical unloading 

algorithm based on a flow shop scheduling algorithm and reinforcement learning algorithm is 

designed. Minimize the weighted sum of system power consumption and delay by jointly optimizing 

compute offload decisions, task scheduling, and server compute resource allocation. Reference [9] 

studies the multi-user computing offloading problem in mobile edge cloud computing. In the multi-

channel wireless interference environment, the problem is modeled as a multi-user computing offload 

game, and a distributed computing offload algorithm is designed. The simulation results prove the 

convergence of the algorithm and its good unloading performance. Reference [10] studies the multi-

mobile device computing offloading problem in MCC. In the multi-channel wireless competition 

environment, the problem is modeled as a non-cooperative game, and a fully distributed computing 
offloading algorithm based on machine learning is designed, that is, each mobile device only needs to 

make offloading decisions based on local information, without information exchange. Simulation 

results also prove the convergence of the proposed algorithm and its advantages over the comparison 

algorithm. 

At present, in the field of mobile edge computing, there are many research articles on the research 

direction of mobile client computing offloading, but there are relatively few studies on the allocation 

of computing resources at the edge, and the following problems exist. when computing tasks are 

offloading to the edge server: The service scope of the mobile edge server overlaps, and mobile 

terminal devices in the overlapped part can select multiple mobile edge servers for uninstallation. 

How to allocate mobile edge servers to edge users reasonably remains to be solved. 

This paper focuses on the allocation of edge computing resources, and how to make reasonable 
use of edge computing resources. The main contributions of this article are as follows:  

1. proposing and simplifying a multi-user and multi-server system model. 

2. using a real dataset. 

3. using two algorithms to schedule edge resources, and verifying the effectiveness of the 

algorithm. 

3 System Model 

In this section, the MEC compute offload scenario is described and then modeled. 

In real life, MEC applications can be seen everywhere, such as automatic driving, license plate 

number recognition, AR, VR, and face recognition, which are currently very popular.  For example, 

when a MEC system is deployed at an intersection, as shown in Figure 1, compute-intensive tasks 

such as face recognition applications of mobile terminal devices can be offloaded to the edge of the 

MEC system, thereby reducing the tas processing delay and improving the user's quality experience.  
However, in rush hour, due to the increase in the number of people, the unloading of terminal tasks to 

the edge of the terminal at the same time also increases sharply, resulting in the problem of robbing 

the edge of resources, resulting in a significantly longer response time of mobile terminal applications.  

Therefore, our work is to design a MEC system, that can realize the rational utilization of edge 



4 

 

 

 

 

resources, improve the utilization rate of resources, and reduce the delay of task processing.  Then this 

paper designs a multi-base station multi-user system model to simplify this application scenario.  

Finally, the communication model and calculation model are introduced. 

 
Figure 1: The scenario with multiple mobile devices in mobile edge computing. 

To simplify the system and solve the problems in resource allocation at the edge, this paper 

proposes a mobile edge computing system with multiple mobile devices is presented. As shown in 

Figure 2, the mobile edge computing system model diagram consists of n base stations, and each base 

station is equipped with a mobile edge server, so the total number of mobile edge servers and m 

mobile terminal devices is n. 

 
Figure 2: The mobile edge computing system with multiple mobile devices 

Ui is used to represent the i th mobile terminal device, Taski is the task to be calculated in the 

device Ui, and the attribute of the task can be represented in two dimensions as Taski={Di, Ci}, where 
Di represents the data size of the task to be calculated, and Ci represents the total number of CPU 

cycles required to process the task. Si is used to represent the i th mobile edge server.Si={1,2, ••,n} 

indicates a collection of mobile edge servers. The mobile terminal device set is represented by 

Ui={1,2, ••,m}. 

According to the requirements of the computing task to be processed, the mobile terminal device 

can choose to perform the computing task locally, or it can choose to transmit the computing task 

wirelessly to the base station, and then transmit it to the mobile edge server for execution. Finally, the 

base station returns the result processed by the mobile edge server to the mobile terminal device. 

This paper assumes that computing tasks generated by all mobile end-user devices are indivisible, 

either executed locally or offloaded to mobile edge servers, and the computing resources of each 

mobile end-user device are the same. 



Computing Resource Allocation Based on Multi-base Station and  

Multi-user Scenario in Mobile Edge Computing Yaozhang Zhong et al. 

5 

 

 

 

 

3.1 Local Computing Model 

Local computing refers to the task of computing on a mobile terminal device, which is completed 

independently by the mobile terminal device. The local computing model refers to that the computing 

tasks generated by the mobile terminal devices are directly executed in the mobile terminal devices. If 

the mobile terminal user's device Ui chooses to execute the computing task Taski locally, then the 

local computing delay 𝑇𝑖
𝐿 of the mobile terminal user's device Ui is defined as: 

                                                                  𝑇𝑖
𝐿 =

𝐶𝑖

𝑓𝑖
                                                                           (1) 

Where Ci is the number of CPU cycles required to complete Taski, and fi is the computing power 

of user device i. Local computing energy consumption 𝐸𝑖
𝑙𝑜𝑐𝑎𝑙 can be expressed as: 

                                                                                                𝐸𝑖
𝑙𝑜𝑐𝑎𝑙 = k𝑓𝑖

2𝐶𝑖                                                                                                       (2) 

Where k represents the energy consumption constant [11]. 

3.2 Unloading Calculation Model 

The unloading computing model refers to the unloading of computing tasks generated by mobile 

terminal devices to the edge server for execution. In this mode, computing tasks generated by mobile 

terminal devices are first transmitted from the mobile terminal devices to the base station, and then 

the base station sends the task data to the mobile edge server, and then the edge server is moved for 

data processing. Finally, the base station feeds the results back to the mobile end-user device. 

Therefore, the delay of unloading the calculation model consists of three parts: first, the upstream 

transmission delay of transferring tasks to the edge server; second, the computing delay of processing 

tasks by the edge server; and finally, the downstream transmission delay of mobile the edge server to 

feed the calculation results back to the user. Since the amount of data returned by the server after 

calculation is usually small, the delay in unloading the calculation model is not enough. Therefore, the 

downstream transmission delay is negligible [12]. 

Assuming that the initial position of the mobile device remains unchanged in the scene, the 
transmission rate ri from the device Ui to the base station can be expressed as [13] : 

                                                            𝑟𝑖 = 𝐵𝑖 log2(1 +
𝑞1ℎ1

𝑁0
)                                                         (3) 

Where: Bi is the bandwidth of terminal device i; q1 is the transmission power of the terminal 

equipment;h1 indicates path loss; N0 is the channel noise power. 

Define the transmission delay 𝑇𝑖
𝑢𝑝

 on Ui as: 

                                                                      𝑇𝑖
𝑢𝑝

=
𝐷𝑖

𝑟𝑖
                                                                     (4) 

Where Di is the size of the input data required for the calculation task Taski, ri is the uplink rate of 

user device i in the wireless channel of the system model, then the energy consumed by the mobile 

terminal device in the transmission process 𝐸𝑖
𝑢𝑝

 can be expressed as: 

                                                                  𝐸𝑖
𝑢𝑝

= p ∗ 𝑇𝑖
𝑢𝑝

                                                               (5) 

The computing delay 𝑇𝑖
𝑐𝑜𝑚 of a mobile edge server is defined as: 

                                                                    𝑇𝑖
𝑐𝑜𝑚 =

𝐶𝑖

𝐹𝑖
                                                                     (6) 

𝐹𝑖  is used by the mobile edge server to calculate the computing resources allocated by Taski. 

During task processing, the mobile terminal device needs to maintain a certain receiving power pw 

and wait for the return of the calculation result. In this case, the energy consumption 𝑊𝑖
𝑤𝑎𝑖𝑡 of the 

device can be expressed as： 

                                                               𝐸𝑖
𝑤𝑎𝑖𝑡 = 𝑃𝑤 ∗ 𝑇𝑖

𝑐𝑜𝑚                                                           (7) 

Then the total delay Tidownload of uninstalling the calculation model is: 

                                                              𝑇𝑖
𝑑𝑜𝑤𝑛𝑙𝑜𝑎𝑑 = 𝑇𝑖

𝑢𝑝
+ 𝑇𝑖

𝑐𝑜𝑚                                                       (8) 
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4 Simulation Results and Analysis 

In this section, this article will introduce our experimental preparation work, experimental 

results, and result analysis. 

Firstly, this article uses a real dataset from Melbourne, Australia. The description is a real 

dataset of the geographical location relationship between user terminal devices and edge-side base 

stations near CBD. This dataset contains the latitude and longitude position relationships of 816 user 

terminal devices and 125 edge-side base stations. With the latitude and longitude of user terminal 

devices and edge servers (assuming one edge server is deployed on each base station side), the 
distance between each user terminal device and edge server can be calculated by writing a program 

using relevant formulas. Then, based on the distance between them and the coverage radius of the 

base station signal, the set of edge servers that can be uninstalled by the user terminal equipment can 

be filtered out, and the computing tasks generated by the end-user equipment can be offloaded to the 

optional server set for processing and calculation.  

This article assumes that the effective signal coverage radius of each base station on the edge 

side is 200m, and the position of mobile terminal equipment remains unchanged during task 

offloading. The distribution and relationship between the end user equipment and edge servers in this 

dataset are calculated as shown in Figure 3. 

 
Figure 3: User and server location map 

4.1 Experimental Parameter Setting 

The experimental platform of this paper is Python3.8.12 based on Windows 11. All the important 

parameters involved in the experiment are shown in Table 1 [15]. 

Argument Significance Value 

m The total number of mobile terminal 

devices 

816 

n The total number of mobile edge servers 125 

Di/KB Task data size Unif(500,1000) 

Ci/cycles Number of CPU cycles required to process 

the task 

Di×500×1024 

fi/GHz Computing capability of the local device 1 
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Bi/MHz bandwidth 5 

q1/mW Mobile terminal devices transmit power 100 

h1 Path loss index 1.6×10-7 

N0/Watts Channel noise power 10-7 

𝐹𝑖/GHz Server computing resources Unif(5，10) 

Table 1: Experimental parameters 

4.2 Experimental Result 

To verify the effect of load balancing, this paper will compare the two situations of the local 

processing of tasks generated by mobile terminal devices and unloading to the edge server: 

Figure 4 shows the effect diagram of the local calculation delay of tasks generated by mobile 
terminal devices, and the average delay is about 0.38144 seconds. 

 
Figure 4: Local computing delay 

Under the uninstallation calculation model, if the static random algorithm is used for load 

balancing unloading, task computation delay = task upload delay + edge server computation delay. 

The average computing delay of the task uninstalled to the edge server for processing is about 

0.12782 seconds, which is much smaller than the average local computing delay of 0.38144 seconds. 
If the dynamic minimum connection algorithm is used for load balancing unloading, task 

computation delay = task upload delay + edge server computation delay. The average computing 

delay of the task uninstalled to the edge server for processing is about 0.12894 seconds, which is 

much smaller than the average local computing delay of 0.38144 seconds. 

The experimental results of two resource scheduling algorithms are shown in Figure 5. By 

comparing Figure 4 and Figure 5, it is evident that offloading computing tasks from mobile terminal 

devices to edge computing can significantly reduce the latency. 
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Figure 5: Unloading Calculation Model-task computation delay 

By simply comparing the latency of local computing and offloading of terminal device tasks to 

mobile edge computing, the advantages and disadvantages of the two algorithms cannot be seen. 

Therefore this article also verified the superiority of the two resource scheduling algorithms 

mentioned earlier, and the results are shown in Figure 6： 

The load effect of the random polling edge server shows that the average number of calls to the 

edge server is 6.528 times, and the variance is about 11.577. 

The load-balancing effect of the edge server of the minimum connection algorithm shows that the 
average number of calls to the edge server is 6.528 times, and the variance is about 0.889. 

By comparing these two resource scheduling algorithms, it can be seen that even if the average 

number of calls to the server is the same, there is a significant difference in the variance between the 

two. The variance of the dynamic minimum connection algorithm is much smaller than that of the 

static polling algorithm. 

 
Figure 6: Server load condition 
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4.3 Experimental Analysis 

The simulation results show that unloading the computing tasks of mobile terminal devices to the 

edge server for processing can greatly reduce the computing delay and improve the user's quality 

experience. At the same time, to achieve a reasonable allocation of computing resources at the edge 

and achieve a better load-balancing effect, this paper adopted the dynamic minimum join algorithm 

and the static random polling algorithm to allocate computing resources at the edge. By comparing the 

variance of the two methods, this paper can see that the volatility of the dynamic minimum 

connection algorithm is significantly lower than that of the static random polling algorithm. So the 

dynamic minimum join algorithm is significantly better than the static random polling algorithm in 
resource allocation. Therefore, if a dynamic minimum connection algorithm is adopted in the 

application scenario proposed in this article, it can better achieve load balancing of edge computing 

resources. 

5 Conclusions 

This article investigates the resource allocation problem at the edge in a multi-mobile terminal 

device and multi-edge server environment, to reduce latency and improve edge resource utilization.  

The dynamic minimum connection algorithm and static polling algorithm were tested separately, 

and both showed significant effects in reducing mobile device latency. However, this article also 

considered the utilization of edge resources. In scenarios with multiple users and servers, the coverage 

of base station signals usually overlaps, leading to multiple choices for users. If the selection is 

reasonable, it can greatly improve the utilization of edge resources. 

In future research, our team will consider the issues of multi-user mobility and multi-edge server 
collaboration. The user's movement will cause the mobile terminal device to reselect the target server 

for uninstallation, which in turn requires further consideration of edge resource allocation issues. The 

collaboration between edge servers will further improve the utilization of edge resources. In addition, 

our team will also add an optimization goal, which is the issue of energy consumption. Combined 

with the current environmental protection theme, while making reasonable use of computing 

resources, our team can achieve the optimization goal of saving energy consumption. 
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