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Abstract

The f-isogeny path problems and their variations are fundamental challenges in isogeny-
based cryptography, a prominent contender in post-quantum cryptography. In ANTS2014,
Kohel, Lauter, Petit, and Tignol introduced the KLPT algorithm, a probabilistic polyno-
mial algorithm addressing a mirrored version of the f-isogeny path problems based on
quaternion algebras under the Deuring correspondence.

In this study, we revisit the enhanced approach proposed by Petit and Smith in Math-
Crypt2018, which incorporated a solution to the Closest Vector Problem (CVP) for strong
approximation in the primary step of the KLPT algorithm. This method minimizes the
norm of target elements within an extremal order of the underlying quaternion algebra,
making the Cornacchia’s algorithm efficient during the strong approximation step. Al-
though Petit and Smith’s generalized KLPT algorithm should be employed in SQISign,
the only isogeny-based digital signature scheme submitted to the NIST’s additional call for
post-quantum cryptography standardization, their work is primarily available in the form
of presentation slides, providing limited algorithmic details. We meticulously reconstruct
the improvements specific to the quaternion analogue of the f-isogeny path problems, fo-
cusing on the strong approximation step using CVP, building upon the work of Pinto and
Petit. It provides a robust theoretical foundation for our approach.

Keywords: isogeny-based cryptography, post-quantum cryptography, NIST PQC standard-
ization, KLPT algorithm

1 Introduction

Since Couveignes [1] and Rostovtsev and Stolbunov [2] independently introduced the first
cryptographic key exchange based on isogenies, isogeny-based cryptography has emerged as
a promising candidate for post-quantum cryptography. In a notable contribution, Charles et
al. [3] proposed cryptographic hash functions (specifically, the CGL hash function) based on
explicit constructions of Ramanujan graphs, known as optimal expander graphs from a spectral
perspective. The security of these cryptographic schemes hinges on the computational hardness
of finding a path in the f-isogeny supersingular graph between two specified vertices. Notably,
Pizer’s graphs used in the CGL hash function exhibit Ramanujan properties [4] and can be rep-
resented as supersingular elliptic curves and isogenies through the graph method [5]. Déchéne’s
work [6] provides a beginner-friendly explanation of these concepts.

During the Algorithmic Number Theory Symposium in 2014 (ANTS2014), Kohel et al.
introduced a polynomial time attack on CGL hash functions. These functions are based on
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supersingular isogeny graphs under the Deuring correspondence [7], and their vulnerability was
addressed through the quaternion analogue of the f-isogeny path problem, solved using what
is now known as the KLPT (Kohel-Lauter-Petit-Tignol) algorithm.

In a subsequent presentation at Asiacrypt2017, Galbraith et al. [8] unveiled two public
key signature schemes. These schemes derive their security from computational assumptions
concerning isogeny graphs of supersingular elliptic curves. The second scheme, specifically, is
an identification protocol reliant on the computational complexity of determining the endo-
morphism ring of a supersingular elliptic curve, effectively computing an isogeny between two
specified elliptic curves. In this scheme, the public key is a supersingular elliptic curve, and the
secret key is the endomorphism of the said elliptic curve. The pivotal idea behind the scheme
is the utilization of the powersmooth version of the KLPT algorithm to compute a “pseudo-
canonical” isogeny. This isogeny remains independent of a given isogeny and is used as the
private key in the proof phase.

In Eurocrypt2018, Eisentrdger et al. [9] explored the relationships among three potential
computational hardness problems in the supersingular case, outlined below:

(1) Computing isogenies between supersingular elliptic curves.
(2) Computing the endomorphism ring of a supersingular elliptic curve.

(3) Computing a maximal order isomorphic to the endomorphism ring of a supersingular el-
liptic curve.

The researchers successfully demonstrated polynomial time reductions between these prob-
lems where possible, employing both Kohel’s [10] and KLPT algorithms for heuristic security
reductions. During Asiacrypt2020, De Feo et al. [11] introduced an innovative interactive
identification protocol and the signature scheme “SQISign” (Short Quaternion and Isogeny
Signature). This scheme was based on a generalized KLPT algorithm, custom-tailored to suit
their signature scheme efficiently. The paper included the instantiation of the protocol, incor-
porating parameters designed to meet the NIST-1 level of post-quantum security.

In recent, the National Institute of Standards and Technology (NIST) recommended addi-
tional contributions for the digital signature category in the standardization process of Post-
Quantum Cryptography. In September 2023, NIST publicly disclosed each digital signature
scheme that passed Round 1 [12]. Among the candidates, SQISign is the only isogeny-based
digital signature scheme. Therefore, it is anticipated that efficiently improving the SQISign
algorithm will play an important role in future developments.

A generalized KLPT algorithm incorporated the utilization of the Closest Vector Problem
(CVP) via LLL algorithms to solve the norm equation in the strong approximation step [13],
[11, Appendix E.2]. However, the presentation slides lacked a detailed explanation of efficiently
implementing algorithms in the strong approximation using CVP, despite the results presented
by Petit and Pinto. This absence of a comprehensive theoretical background explanation has led
to a partial integration of recent auxiliary results related to SQISign. The isogeny-based cryp-
tographic protocol, specialized in encryption or signature methods for identity based wireless
communication technologies issued by central servers, stands out for having the most compact
key size and signature length compared to other PQC candidates. Therefore, this study aims to
contribute to the computational efficiency of isogeny-based cryptographic protocols that have
entered the competition for NIST PQC standardization. In our work, we revisit the KLPT
algorithm and elucidate the process of adapting the CVP to the strong approximation within
the algorithm. This adaptation yields the minimum value of the power e of the norm, resulting
in %log p in comparison to the existing value %log p.

2



Revisiting the algorithms for the quaternion ¢-isogeny path problems Jo, and Shikata

2 Preliminaries

We give some notations and definitions related to the theory of quaternion algebras. We refer
o [14]. Additionally, we provide an overview of the theory concerning elliptic curves, endomor-
phisms, and isogenies to facilitate an understanding of the Deuring correspondence.

2.1 Quaternion algebra

Let p be a prime. Let F' be the field Q of rational numbers, or the field Q,, of p-adic numbers.
A quaternion algebra B over F is a central simple algebra of dimension 4 over F'. We can define

B:= B(a,b) = F1+ Fi+ Fj + Fk

in terms of basis 1,14, j, k by the following relations: 1 is the identity of B, i* = a,j2 = b, and
ij = k = —ji, where a,b are non-zero elements in F'*. (F'* denotes invertible elements in F'.)
The conjugation on B is defined by the following: if « = w+xi+yj+z2k € B, and w,z,y,z € F,
then & = w — xi — yj — zk. The (reduced) norm Nrd and (reduced) trace Tr of B are defined
by Nrd(a) = aa = aa = w? — az? — by? + abz? and Tr(a) =a+a =a+ a = 2w.

If B is a quaternion algebra over Q, we let B, = B ®g Q, which is a quaternion algebra
over Q,. Over Q, or R, there are only two quaternion algebras up to isomorphism: a unique
division algebra and the 2 x 2 matrix algebra [15]. A prime p of Q is said to ramify in B if B,
is a division algebra and is said to split in B if B, is the 2 x 2 matrix algebra. In this paper,
we only consider a quaternion algebra ramified at precisely one finite prime p and also co. We
denote this as B .

2.2 Extremal orders

Let B be a quaternion algebra over Q (or Q). A lattice on B is a free Z (or Z,) submodule of
B of rank 4. An order O of B is a lattice on B which is also a subring containing the identity.
An order O of B (or of B,) is said to be mazimal if it is not properly contained in any other
order of B (or of B,). For an order O of B (or of By), a left O-ideal I is a lattice on B such
that I, = Opa,, (for some a;, € B)) for all p < oco. Two left O-ideals I and J are said to belong
to the same class if I = Ja for some a € B*. One has the obvious analogous definitions for
right O-ideals similarly.

For a (left or right) O-ideal for some order O, the left order of I and the right order of T
are defined as {a € Blal C I} and {a € B|Ia C I}, respectively. The discriminant of O is
defined as disc(O) = \/det((ai,Olj))i’je{l72)3’4} given a basis (a1, as, az, ag) of O; disc(O) € Z
and is independent of a choice of basis. A suborder O’ of O is an order of rank 4 contained
in 0. If N =[O : O] then the discriminant of O’ satisfies discO’ = N2disc(0). We define
an equivalence on orders by conjugacy and on left O-ideals by right scalar multiplication. Two
orders O; and O, are equivalent if there is an element 8 € B, o such that 5O; = O,8. We
focus on the p-extremal maximal orders O containing 7 such that 72 = —p. We define a special
p-extremal mazimal order O to be a p-extremal maximal order such that disc(O) is minimal.

2.3 Supersingular elliptic curves and isogenies

Let E, E’ be two elliptic curves over a finite field F,, where I, is a finite field of size ¢, and ¢ is
a power of p. An isogeny ¢ : E — E’ is a nonconstant morphism from E to E’ that maps the
neutral element to the neutral element. The degree of an isogeny ¢ is the degree of the finite
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extension, which is obtained by the usual injection of the function fields [15]. An isogeny of

degree / is called an ¢-isogeny. An isogeny may be separable, inseparable, or purely inseparable
depending on the corresponding property of the extension.

We consider ¢ is separable, so that the degree of ¢ is the cardinality of the kernel of . If
there is a separable isogeny between two curves, we say that they are isogenous. A separable
isogeny can be identified with its kernel, which means there is a one-to-one correspondence
between separable isogenies (up to isomorphism) and finite subgroups of E over an algebraic
closure of a given field.

The isogeny can be computed from its kernel G using Vélu’s formulae [16], explicitly ¢ :
E — FE’ with kernel G such that £ = E/G. The degree of a composition of isogenies is
multiplicative. For any isogeny ¢ of degree d = II}_;p;**, ¢ can be factored as the composition
of e; isogenies of degree p; for i = 1 to n. For each isogeny ¢ : E — E’, there is a unique isogeny
¢ : B/ — E, which is called the dual isogeny of ¢, and which satisfies o = @ = [deg ¢]. If
we have two isogenies ¢ : E — E’ and ¢’ : B/ — FE such that ¢p and ¢p are the identity in
their respective curves, we say that o, ¢’ are isomorphisms, and that E, E’" are isomorphic. An
isogeny ¢ : E — FE, mapping itself, is called an endomorphism. The set of endomorphisms of an
elliptic curve, denoted by End(FE), has a ring structure with the operations point-wise addition
and function composition (¢ := ¢ o 1). The endomorphism ring of an elliptic curve has an
algebraic structure which can be classified. Over the algebraic closure of the field, End(E) is
an order in a quadratic imaginary field, so that a such curve is said to ordinary. If End(E) is
a maximal order in a quaternion algebra, so that a such curve is said as supersingular. We are
interested in supersingular elliptic curves over F, = F 2, in an isogeny class such that the full
endomorphism ring is defined over F,.

2.4 Deuring correspondence

It is known (due to Deuring [7]) that every supersingular elliptic curve over an algebraically
closed field of characteristic p has a model defined over IF,,>. The set of isomorphism classes of
supersingular elliptic curves over Fp is one-to-one correspondence with the set of ideal classes of
a maximal order of the quaternion algebra B), o.. If we fix a supersingular elliptic curve E over

F, such that 7% = —p, where 7 is the relative Frobenius endomorphism of E. For example,
we can consider the order O = (1,7, 32, %) with ¢ = —1 and j = —p, corresponding to

the elliptic curve of j-invariant 1728 when p = 3 (mod 4). The order O is isomorphic to the
endomorphism ring of the curve Ey : y? = 2® + 2 [8].
We have explicit endomorphisms 7 and ¢ such that

v+ 14w

End(Ep) = (1,¢, 5 g

),

where 7 is the Frobenius morphism (z,y) — (zP,y?) and ¢ is the map (z,y) — (—z,v—1y).
Pizer [17] described the explicit description of B o for all p along with the Z-basis for a
maximal order O of B, ... Let p be a prime.

P (avb) o

2 (—1,-1) [ (FEEEE k)
3 (modd) | (—1,—p) | (L i k)
5 (mod 8) | (=2,—p) | (FHEE HERIEE k)
1 (mod8) | (-p,—q) | (B4, B = k)
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where a is some integer satisfying q|(a?p + 1). Here, ¢ is a prime with ¢ = 3 (mod 4) and
(%) = —1. ((%) is a Legendre symbol.) Since there are some arguments how to choose a proper
maximal order or tweak the basis of maximal order (as a special p-extremal order) in [18, Section

2.3] under the Deuring correspondence, please refer to it for details.

3 KLPT algorithms

We refer to [11], [19], [20], [9], [8], [21], [18] and [13]. The algorithm takes a maximal order
and a left O-ideal I as a input and finds an equivalent ideal J ~ I of given norm. The norm is
required to be a power of ¢ (¢¢ for some e € N). In the procedure, it is necessary to solve the
norm equation as the explicit strong approximation.

Algorithm 1: Construct an ideal of prime norm

input : O and left O-ideal I
output: J, a left O-ideal equivalent to I with ¢¢ norm

1 Reduce to the case where O is special ;

2 Replace I with another left O-ideal K with prime norm N ;

3 Let K = ON + Oa. Compute e € Z, A coprime to N and 3 such that

4 f=Aa (mod NO), ; // Condition 1
5 Nrd(B) = N¢© // Condition 2
6

return J = K3/N

In B, oo = Q[i,j], a special extremal order is a maximal order O containing a suborder
admitting an orthogonal decomposition R + Rj where R = O N QJi] is a quadratic order of
discriminant D = disc(R). Let w such that R = Q[w] where w has smallest norm in 0. By
orthogonal decomposition we mean R C (Rj)*:. In the step 2 of Algorithm 1, we construct
a left ideal J, which is equivalent to the input ideal I but with a prime norm N.

Lemma 3.1. Let I be a left O-ideal of reduced norm N and o an element of I. Then I, where
v=a/N, is a left O-ideal of norm Nrd(a)/Nrd(I).

Using Lemma 3.1, we find an element « of I which gives an equivalent ideal K = It/ Nrd(I)
with prime norm N. Heuristically, N is expected to be of size O(\/ﬁ) For s € R", the number
n € N is said to be s-powersmooth if any divisor p* of n for a prime p satisfies p* < s. To
put it simply, the idea of the algorithm is to first construct an ideal with a powersmooth norm,
then use the Deuring’s correspondence to compute an isogeny from FEjy which corresponds to
the ideal in the Section 5.

3.1 Construct an ideal of powersmooth norm

We construct an element of I with a specified norm N/, where £ is an odd powersmooth number.
If such an element is found, we can use Lemma 3.1 to construct another ideal J = I3/N. The
norm of this ideal is indeed powersmooth, since

Nrd(ﬁ)_zviz_é
N N2 7

The powersmooth norm of J will be important since we will require a factorization of Nrd(J) to
solve the discrete logarithm problem in the Deuring correspondence step. Unlike the previous

Nrd(J) = Nrd(I) -
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step, we cannot simply pick a random g € I, since this element 8 has to have norm N¢. The
process of obtaining 8 of a particular norm involves solving a sum of squares problem.

For the usage in the step of strong approximation, we describe the Cornacchia’s algorithm.
Cornacchia’s algorithm Given positive integers d and m such that GCD(d, m) = 1, determine
integers (z,y) such that

22 4+ dy? = m.

The algorithm proceeds as follows.
1. Put 7o = m and 12 = —d (mod m), where 0 < r; < m/2.

2. Compute ;42 = r; (mod r;41) recursively like in the Euclidean algorithm until an 7
where r,2 < m is found.

3. If (m — r42)/d is a square integer,
return (rg, /(m —ri2)/d).

This algorithm will always return a primitive solution (solutions where GCD(z,y) = 1) if
it exists, provided one tries all possible square roots of —d (mod m). Otherwise, one might

attempt to solve the equation
m

x2+dy2: 3

<

for some square g2 such that m/g? is an integer. if a solution is found, the solution to the
original equation is then (gz, gy).

3.2 Strong approximation

Basically, this phase is related to implement a deterministic polynomial time algorithm that
represents a number as a sum of squares with some restricted congruence conditions (strong
approximation). In our case, we apply it to solve a given norm equation.

Algorithm 2: Strong approximation in KLPT algorithm

Compute a random v € O of reduced norm N¢ ;
Compute [p] € Rj such that o = v[u] (mod NO) ;
Compute A € Z and p € O such that

w= AMp] and Nrd(p) = £

5 return 5 :=ypu

w N

'

Briefly, we explain the outline of the explicit version of strong approximation. R + Rj has
index D in O and

Nrd((z1 + y1w) + (22 + ya2w)j) = f(z1,y1) + pf (22, Y2),

where f is a principal quadratic form of discriminant D. We have [u] = (20 + wow)j. We want
to find A € Z and
w=ANy] + N((z1 +wy1) + (21 + wwi)y)

such that
Nrd(p) = N?f(z1,y1) + pf(Azo + Nz1, Awg + Nwy) = £°.
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We get A from A2 f(z0,wo) = £¢ by modulo N. The norm equation is bilinear in z1,w; by
modulo N?2. Then, we take random integer solutions for (z1,w;) until

fle, ) = £ 7]{?20(.’ )

can be solved. We give some details for solving each parameter.

The search for v [19]

The first method to construct v, which we attempt during the course of investigating this
algorithm, is to construct an element v € O, then do a brute force search for all v with norm
N/ such that 15 C NO.

Constructing such a -y can be done by writing v = a + bi + c# + d# and solving for the
quadratic norm equation

(a+d/2)*+ (b+d/2)* +p((c/2)? + (d/2)?) = N{*o.

We put o' :=a+d/2, ¥ :=b+d/2, ¢ :=¢/2 and d’ := d/2. First we pick a random pair of
integers (¢, d') as ¢ € [-m/,m/] for setting m' := L,/%J and d’ € [—m”,m"] for setting

m'’ = ,/% — 2. Set M = 4N/(°0 — p(c’? + d'?). Then solving
a’? + b2 = Nyeo *p(C/Q + d/2)

for (a’,b') using Cornacchia’s algorithm. This process is repeated until a suitable v is found.

In the step 2-4 in Algorithm 2, as described in [8], we write v = Sy, each with norms
N/{°0 and ¢°* respectively, where £°° and /¢! are powersmooth numbers. To construct each =,
we first write I = NO + Oa, where a € I such that GCD(N?, Nrd(a)) = N. The element j is
then constructed just as above in a similar way.

The search for p [11]
We first find an element p of the form C'j 4+ Dk which solves the following equation of ideals:

(08 = (Oa) (mod NO,).

Once such a g has been found, we find an element p’ such that g/ = Ap (mod NOg) and
Nrd(p') = 2 for some A € (Z/NZ)*. This is possible by tweaking the previous norm equation
to accommodate the new information in the following way. We want this p’ to be of the form

w =v+wi+zj+ yk.
Since ' also needs to satisfy Nrd(u') = £°1, we have to solve the following norm equation:
v? +w? 4 p(z? + %) = 0°1. (1)

Also, the condition that p/ = Ay (mod NO) is equivalent to stating that (after an appropriate
change of basis):

v=alN
w = bN
z=AC+cN
y=AD + dN,
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for some a, b, ¢,d € Z. Substituting these values for v, w,z and y in Equation (1) yields
N%(a® +b®) + p((AC + c¢N)? + (AD 4 dN)?) = ¢°. (2)

To solve this equation for a, b, ¢, and d, we first consider Equation 2 modulo N to obtain the
following:

pA2(C? + D?) = (**  (mod N),
and solve for A, provided that ¢°1 /(p(C? 4+ D?)) is a quadratic residue modulo N. If this is not
the case, the issue is easily remedied by multiplying ¢! by small primes. Once the A is found,
we consider Equation 2 which yields

pA2(C? 4+ D?) 4+ 2pAN(Cc + Dd) = ¢°*  (mod N?). (3)

From this equation, we can pick a random d, and then solve for ¢ (or vice versa). Rearranging
Equation 1 gives
¢r — p((AC + ¢N)? + (AD + dN)?)

N2
which we can solve for (a, b) using Cornacchia’s algorithm. Note that due to our choice of A, ¢,
and d, the right-hand side of this equation is an integer. Solving for (A, a,b,c,d) yields the
desired (v, w, z,y) by substitution.

a’+ v =

4 CVP to minimize the norm

Petit and Smith [13]’s technique is applied in the step of the search for p. There is a similar
approach in Pinto and Petit’s work [22], which is used for explicit strong approximation in a
Cayley hash function based on the security of the path finding problems over Lubotzky-Phillips-
Sarnak Ramanujan graphs. As we argued in Subsection 3.2 we have

Nrd((z1 + yiw) + (22 + y2w)j) = f(@1,91) + pf (22, 92),
where f is a principal quadratic form of discriminant D. We have the parameter A satisfies
= Ap]+ N((z1 +wyr) + (21 + wwy)j)
and
Nrd(p) = N*f(x1,51) + pf(Az0 + N21, Awg + Nwy ) = £°.

The norm equation is bilinear in z;,w; by modulo N2. Instead of taking random integer
solutions for (z1,w;) until

f($17yl)=£e_]]\),¢,

we translated the solution space modulo N2 to a lattice.
More specifically, we consider the procedure in the search for p and follow the notations.
From the Equation (3) ,

pA*(C? 4+ D?) + 2pAN(Cc + Dd) = ¢**  (mod N?).
the parameters A, C, D are already chosen. We define new parameters v and w as follows:

v:i= C/D (mod N),
21 — pA*(C? + D?)
2pAND

— ) (mod N).
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Then, we have

ve+d=w (mod N)

which is equivalent to the Equation (3).

Lemma 4.1. The set of solutions (c,d) € Z* to Equation (3) is the set £+ (0,w) = {z +
(0,w)|z € £}, where £ is the two-dimensional lattice generated by the vectors (1,—v) and (0, N).

So we deform this lattice by Lemma 4.1 to one upon which we can find a CVP solution
via Lenstra-Lenstra-Lovasz [23], [24]. We then rewrite the norm we want to minimize as the
distance between a particular element in the Euclidean plane and a lattice element.

pA2(C? 4+ D?) + 2pAN(Cc + Dd) = 4N?||z — t||?,

where
Z = (C, d) - (O,W)

is a lattice point and

el “pA(C?+ D% (0 —p)AC24D?) )
= INpAC ’ 9NpAD w)-

Minimizing this norm is an instance of the closest vector problem for which standard algo-
rithmic solutions (e.g., embedding technique) exist [23]. We adapt these solutions to incorporate
the additional requirement that n := ¢¢1 — 4N?||z — t||? is of a form that makes Cornacchia’s
algorithm efficient.

First, we compute a minimal basis for the lattice, namely, two vectors that generate the
lattice and have minimal norms. This can be done using Gauss reduction, or equivalently the
Euclidean algorithm. We then write ¢ as a linear combination of the two short vectors, and
we round the coefficients to obtain a lattice vector z that is close to t. Finally, we add small
lattice vectors to z and compute the corresponding value of n, until it is of a suitable form.
Once we find n of a suitable form, we compute the values of ¢ and d and we apply Cornacchia’s
algorithm to compute a and b.

Remark. In accordance with the findings of Petit and Smith [15], the estimated size of the
lattice basis is approzimated by

N3/2p1/2D1/4.

This estimation determines the minimum value of the power e of the norm, such that %
becomes positive, yielding

5
e > log, N?’le/2 ~ g log p.

This is in contrast to the previous result e ~ %logp as mentioned in [18]. The analysis is
grounded on the “Gaussian heuristic”, where the two vectors in a minimal basis are expected
to have a norm of approximately +/det(L). This observation prompts us to explore further
enhancements utilizing recent solutions to closest vector problems, surpassing the efficiency of
the embedding technique [23] proposed by Kannan.
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5 Computing the isogeny

In order to complete the KLPT algorithm under the Deuring correspondence as an example
in Subsection 2.4, we show how to compute the actual isogeny. Recall from the Deuring
correspondence that we need to find the kernel of the isogeny, that is, the set of points P such
that a(P) = O for all « € J, our output ideal. There is an isomorphism of quaternion algebras

0:Bpo — End(Ey)®Q
(L, g, k) = ([1,0,m ¢r))

2

where ¢ : (z,y) — (—x,wy) is the “square root of —1” map, and 7 : (z,y) — (zP,yP) is the
Frobenius map. Given an element o € J, write & = a1 + a2t + aszj + ask. Let P(z,y) be a
point. We then have:

a(P) =[] P + [az]m(P) + [a3](P) + [aa]¢(7(P)).

The strategy is to compute the elements of the kernel in Fy[¢;“'] and compose them Chinese
remainder theorem-style. To do so, since Eg[¢;*'] is 2-dimensional, we look for two basis points
P; and Q;. We then compute «(P;) and «(Q;) for every « in the basis of J. It is likely that
such «a contains coefficients with 2 in the denominator. It gives us

(o] + abi+ ahj + ahk)
2

and performs point division: compute points P;’ and Q;" such that [2]P;" = P; and [2]Q;’ = Q;,
respectively. Although generally point division is not uniquely defined, it suffices to choose a
point in this computation, since for any choice of P;" (and respectively Q;),

QO((PZ‘/) == a([2]P/) = Ot(P,L)
Therefore, instead of computing as in Equation, we compute
a(Py) = [a4] P + [ay]m(P) + [a5]é(P)) + [a)]o(m(P)))

and
a(Qs) = [a1]Q:" + [as]m(Qi') + [a5]4(Qi") + [al]d(m(Q:)).

Using all of this information, we compute a point R; on FEy[¢;*’] which satisfies a(R;) = O

for all @ € J using linear algebra. We then compute an isogeny with kernel generated by
©vi—1(R;), where @9 = [1]g,. We proceed through all i, constructing the isogeny step-by-step
by composition, and at the end we have constructed an isogeny corresponding to the output
ideal J.

6 Conclusion

In the ongoing NIST standardization and evaluation of post-quantum cryptography, SQISign,
a major candidate proposed, stands as the sole isogeny-based digital signature scheme. Given
that the KLPT algorithm plays a pivotal role in the SQISign scheme, enhancing the efficiency of
this algorithm is a meaningful task. We have distinctly outlined the improvement methodology
for the strong approximation step using CVP, as proposed by Petit and Pinto, providing a
solid theoretical foundation for the same. Moreover, these methodologies prove beneficial in
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investigating the complexity of strong approximation on the sphere [25], [22], as well as the word
problem in group theory, which is fundamental in the security of hash functions over Cayley
graphs [26], [27].

Hence, a comprehensive study on reducing the size of a norm utilizing recent results from
closest vector problems or alternative approaches holds significant value. Furthermore, the
distinctive features of the isogeny-based cryptographic protocol, which focuses on encryption
and signature methods for identity-based wireless communication technologies issued by cen-
tral servers, distinguish it by having the most compact key size and signature length among
other PQC candidates. Consequently, this research not only aligns with the ongoing NIST
standardization but also addresses the critical need to enhance the computational efficiency of
isogeny-based cryptographic protocols.
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