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Abstract—Cultural heritage with high historical value 
requires continuous management and protection. However, 
recognizing subtle changes with the naked eye has limitations 
and requires much time and personnel deployment. To solve this 
problem, we will automatically detect the tilt of Heunginjimun's 
roof using Transfer Learning algorithms. In a previous study, 
among single environments classified into nine types according 
to season and weather, the ratio of normal and abnormal images 
in the winter/night and winter/daytime datasets was unbalanced 
at 9:1 and 8:2. As a result, problems with poor prediction 
accuracy occurred in some experiments. In this paper, to solve 
this problem, we adjusted the composition ratio of the dataset 
and measured the prediction accuracy. When comparing the 
measurement results with previous studies, the dataset size was 
reduced by half, but the accuracy was higher. This showed that 
higher accuracy and performance can be expected by achieving 
the balance between classes rather than increasing the dataset 
size. 

Keywords— Roof tilt detection, Heungingimun, Deep 
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I. INTRODUCTION  

Cultural heritage has high historical value and, when 
located outdoors, is at high risk of damage from natural and 
artificial influences, so it requires continuous management 
and protection. However, the existing visual inspection 
method, in which a person directly or indirectly observes 
cultural heritage to detect minute changes, has limitations and 
requires much time and human resources. 

In order to replace this existing method, we aim to 
automatically detect the tilt of the roof of Heunginjimun by 
using deep learning technology. The deep learning model uses 
a CNN(Convolutional Neural Network)[1], widely used for 
anomaly detection. Because CNN learns patterns at the pixel 
level of images, it can detect irregular patterns or movements 
well. 

In previous studies [2-4], the ratio of the training set, 
validation set, and test set of the dataset classified into nine 
single environments according to season and weather was 
50:25:25. However, among the nine single environments, the 
ratio of normal and abnormal images in the winter/night and 
winter/day datasets was 9:1 and 8:2, so there was a problem 
with the ratio between the two classes being different. 
Accordingly, in some experiments, the input accuracy of 

abnormal images was over 95%, but the input accuracy of 
normal images was lowered to below 95%. 

In this study, the experiment was conducted after solving 
the data imbalance problem between normal and abnormal 
images by configuring the ratio of normal and abnormal 
images in the dataset to be the same. In addition, the total 
dataset was maintained at 20,000, and the ratio of training 
set/validation set/test set was adjusted to 50:30:20. The pre-
trained models used for learning were the EfficientnetB0[5], 
Resnet18[6], EfficientnetB2[5], Shufflenet_v2[7], and 
Efficientnet_v2_s[8] models that showed high accuracy in 
previous studies 

In this paper, we present and analyze the experimental 
results of this study that solved the data imbalance problem. 
In addition, we analyze the results of comparing the accuracy 
of this study and previous studies for each pre-learning model 
and suggest directions for future research. 

 

II. HEUNGINJINUM FOR TILT DETECTION METHODOLOGY 

A. Preprocessing process and dataset composition  

Heunginjimun CCTV footage is classified into nine 
environments according to season and weather: winter/night, 
winter/day, spring/night, spring/day, sunny/night, cloudy/day, 
rainy/day, rainy/night, and snowy/night. Normal images were 
created by extracting images at regular frame intervals from 
the classified images, and abnormal images were created by 
expressing the tilt of the roof from the normal images using 
the warp function of the Photoshop program. Warp function is 
a function that distorts or transforms the shape of an image or 
graphic element. There were a total of 10 places where 
distortion was applied to the normal image, 5 at the top and 5 
at the bottom of the roof, and an abnormal image was created 
by distorting 50 to 150 pixels in the downward direction for 
each area. The data imbalance problem between normal and 
abnormal images was solved by maintaining the same ratio of 
normal and abnormal images in the dataset at 5:5. 

The single environments classified into nine were 
designated as ENV-01 to ENV-09 in order, and the detailed 
composition of the single environment dataset is shown in 
Table Ⅰ. The training set/validation set/test set ratio of the 
dataset was composed of 50:25:25, and the data composition 
of the single environment dataset was visualized as shown in 
Fig. 2. 



 

TABLE I. SINGLE ENVIRONMENT DATASET COMPOSITION 

Dataset 
Train Validation Test 

Nor. Abnor. Nor. Abnor. Nor. Abnor. 

ENV-01 
(winter 
/night) 

2500 2500 1250 1250 1250 1250 

ENV-02 
(winter 
/day) 

2500 2500 1250 1250 1250 1250 

ENV-03 
(spring 
/night) 

2500 2500 1250 1250 1250 1250 

ENV-04 
(spring 
/day) 

2500 2500 1250 1250 1250 1250 

ENV-05 
(sunny 
/night) 

2500 2500 1250 1250 1250 1250 

ENV-06 
(cloudy 
/day) 

2500 2500 1250 1250 1250 1250 

ENV-07 
(rainy 
/day) 

2500 2500 1250 1250 1250 1250 

ENV-08 
(rainy 
/night) 

2500 2500 1250 1250 1250 1250 

ENV-09 
(snowy 
/night) 

2500 2500 1250 1250 1250 1250 

 

 

The environments were created by adjusting the number, 

and in order, the ratio of integrated single environments was 

designated as ENV-10 to ENV-15. ENV-15 consists of 9 

single environments in equal proportions, and the detailed 

composition of the integrated environment dataset is shown 

in Table Ⅱ. While maintaining a total of 20,000 sheets, the 

training set/validation set/test set ratio was adjusted to 

50:30:20, and the data composition of the integrated 

environment dataset was visualized, as shown in Fig. 3. 

TABLE II. INTEGRATED ENVIRONMENT DATASET COMPOSITION 

Data
set 

Comp. 

Train Validation Test 

Nor. Abnor. Nor. Abnor. Nor. Abnor. 

ENV
-10 

winter 
/night 

1250 1250 750 750 500 500 

winter 
/day 

1250 1250 750 750 500 500 

rainy 
/day 

1250 1250 750 750 500 500 

rainy 
/night 

1250 1250 750 750 500 500 

total 5000 5000 3000 3000 2000 2000 

ENV
-11 

winter 
/night 

1250 1250 750 750 500 500 

winter 
/day 

1250 1250 750 750 500 500 

spring 
/night 

1250 1250 750 750 500 500 

spring 
/day 

1250 1250 750 750 500 500 

total 5000 5000 3000 3000 2000 2000 

ENV
-12 

winter 
/night 

500 500 300 300 200 200 

winter 
/day 

2000 2000 1200 1200 800 800 

spring 
/night 

500 500 300 300 200 200 

spring 
/day 

2000 2000 1200 1200 800 800 

total 5000 5000 3000 3000 2000 2000 

ENV
-13 

winter 
/night 

2000 2000 1200 1200 800 800 

winter 
/day 

500 500 300 300 200 200 

spring 
/night 

2000 2000 1200 1200 800 800 

spring 
/day 

500 500 300 300 200 200 

total 5000 5000 3000 3000 2000 2000 

ENV
-14 

winter 
/night 

1500 1500 900 900 600 600 

spring 
/day 

2000 2000 1200 1200 800 800 

rainy 
/night 

1500 1500 900 900 600 600 

total 5000 5000 3000 3000 2000 2000 

ENV
-15 

all env. 5000 5000 3000 3000 2000 2000 

Fig. 1. Heunginjimun roof tilt detection preprocessing process and system framework 
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Fig. 2. Visualization of single environment data composition 
 



B. Algorithm and pre-trained model 

In this paper, the preprocessing process and system 
framework shown in Fig. 1 are used to detect the tilt of the 
roof of Heunginjimun. Transfer learning technique was used 
to learn data by importing a pre-trained model. Transfer 
learning is a learning technique that builds a model by reusing 
a model learned in a field with abundant training data in a field 
with insufficient data. By using this technique, we can solve 
the data shortage problem and shorten the training time. 

A binary class dataset consisting of normal and abnormal 
images is used as the input image for the pre-trained model. 
The pre-learning models used in the experiment are the 
EfficientnetB0, Resnet18, EfficientnetB2, Shufflenet_v2, and 
Efficientnet_v2_s models that have shown high accuracy in 
previous studies, and are widely used models for image 
classification and object detection. After training the dataset 
using a pre-trained model, it classifies normal and abnormal 
images into two classes.  

III. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Heungingimun roof tilt detection results 

Table Ⅲ. shows the results of measuring accuracy in nine 
single environments after learning the ENV-10~ENV-15 
dataset. 

ENV-11~ENV-13 are datasets consisting of winter/night, 
winter/day, spring/night, and spring/day and are constructed 
so that the ratio of night and day environments varies. The 
highest accuracy was achieved at 97.52% when using the 
Efficientnet_v2_s model on the ENV-12 dataset, which 
consists of 80% of the daytime environment. 

ENV-15 is a dataset composed of 9 single environments in 
equal proportions, and when using the EfficientnetB0 model, 
it showed the highest accuracy among all experiments at 
98.49%. 

TABLE III. HEUNGINGIMUN ROOF TILT DETECTION PREDICTION 
ACCURACY 

Dataset Environment 
Pre-trained 

model 
Accuracy Average 

ENV-10 

winter/night 
25% 
winter/day 
25% 
rainy/day 
25% 
rainy/night 
25% 

EfficientnetB0 95.26% 

94.65% 

Resnet18 95.57% 

EfficientnetB2 97.77% 

Shufflenet_v2 88.08% 

Efficientnet_v2_s 96.59% 

ENV-11 

winter/night 
25% 
winter/day 
25% 

EfficientnetB0 95.98% 

94.35% Resnet18 93.93% 

EfficientnetB2 96.55% 

spring/night 
25% 
spring/day 
25% 

Shufflenet_v2 88.30% 

Efficientnet_v2_s 96.97% 

ENV-12 

winter/night 
10% 
winter/day 
40% 
spring/night 
10% 
spring/day 
40% 

EfficientnetB0 96.90% 

95.48% 

Resnet18 94.76% 

EfficientnetB2 97.07% 

Shufflenet_v2 91.16% 

Efficientnet_v2_s 97.52% 

ENV-13 

winter/night 
40% 
winter/day 
10% 
spring/night 
40% 
spring/day 
10% 

EfficientnetB0 95.35% 

94.19% 

Resnet18 94.58% 

EfficientnetB2 95.05% 

Shufflenet_v2 89.07% 

Efficientnet_v2_s 96.91% 

ENV-14 

winter/day 
30% 
spring/day 
40% 
rainy/night 
30% 

EfficientnetB0 96.36% 

93.01% 

Resnet18 94.80% 

EfficientnetB2 95.07% 

Shufflenet_v2 80.44% 

Efficientnet_v2_s 98.37% 

ENV-15 
All 
environments 

EfficientnetB0 98.49% 

97.15% 

Resnet18 97.59% 

EfficientnetB2 98.26% 

Shufflenet_v2 92.93% 

Efficientnet_v2_s 98.48% 

 

B. Pre-trained model accuracy analysis 

Fig. 4 is a graph showing the accuracy of the pre-learning 
model. Efficientnet_v2_s had the highest accuracy at 97.47%, 
and Shufflenet_v2 had the lowest accuracy at 88.33%. 

The Efficientnet model uses a compound scaling method 
to achieve high performance with a small amount of 
calculation through coordination between model depth, width, 
and image resolution. [5] 

The Efficientnet_v2_s model is a successor to the 
Efficientnet model and is a model that focuses on fast learning. 
It uses a Progressive Learning method that gradually increases 
the size of the image during training. [8] 

Fig. 5 shows the accuracy graph and loss graph when 
prediction accuracy was measured using the Efficientnet_v2_s 

Fig. 4. Pre-training model accuracy graph. 

Fig. 3. Visualization of integrated environment data composition 
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model, which showed the highest accuracy among the five 
pre-learning models used in this study on the ENV-15 dataset. 

The accuracy graph slopes upward and converges to 100, 
and the loss graph slopes downward and converges to 0, 
showing that learning was carried out smoothly. 

Fig. 6 is a picture showing the classification results 
visualized through a confusion matrix when classifying 
normal and abnormal images of the test set after learning using 
the Efficientnet_v2_s model in the ENV-15 dataset. 

The test set of ENV-15 is a total of 4,000 images, of which 
2,000 are normal images and 2,000 are abnormal images. 
Among the normal images, 1,994 were determined as normal 
images, and among the abnormal images, 2,000 were 
determined as abnormal images. 

 

C. Solving data imbalance problem 

 

In the row study, the dataset consisting of four single 
environments was 10,000 images for each single 
environment, for a total of 40,000 images. On the other hand, 
in this study, the number and ratio of integrated environments 
were adjusted while maintaining a total of 20,000 datasets. 

In a previous study, the ratio of normal images to abnormal 
images in the winter/night and winter/daytime datasets 
among the nine single environments was 9:1 and 8:2, so there 
was a problem with the ratio between the two classes being 
different. Accordingly, in some experiments, the input 
accuracy of abnormal images was over 95%, but the input 
accuracy of normal images was lowered to below 95%. 

As a result of comparing the accuracy of each pre-learning 
model between this study and previous studies, which solved 
the imbalance problem by setting the ratio of both normal and 
abnormal images in the dataset to 5:5, the dataset size was 
reduced by half, but higher accuracy was achieved. The 
detailed comparison results are shown in Fig. 7. 

D. Accuracy verification using Grad-CAM 

TABLE IV. GRAD-CAM VISUALIZATION RESULTS BY DISTORTION AREA 

Distortion 
area 

Upperleft 
Upper 

MiddelLeft 

  

Grad-
CAM 

  

Distortion 
area 

Lower 
MiddleRight 

LowerRight 

  

Grad-
CAM 

  
 

TABLE Ⅳ. compares the distortion area of the classified 
image and Grad-CAM(Class Activation Map) [9] results by 
distortion area when the image was classified after learning 
using the Efficientnet model in the ENV-15 dataset. Since the 
heatmap is distributed around the distorted area, it can be seen 
that the model classified the image using the distorted area. 

Fig. 6. Efficientnet_v2_s model confusion matrix result 
 

Fig. 7. Accuracy comparison graph before and after solving the data 
imbalance problem 

Fig. 5. Efficientnet_v2_s model accuracy/loss graph 
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IV. CONCLUSION 

Continuous management and observation are necessary to 
protect cultural assets. Still, the existing visual inspection 
method, in which humans directly or indirectly detect minute 
changes, requires a lot of time and personnel deployment. 

To overcome this problem, research was conducted to 
automatically detect the tilt of the roof of Heunginjimun using 
a Transfer Learning algorithm. 

In a previous study, the ratio of normal images to abnormal 
images in the winter/night dataset and winter/day dataset 
among nine single environments was unbalanced at 9:1 and 
8:2, causing problems with classification accuracy in some 
experiments. 

In this paper, the data imbalance problem was solved by 
adjusting the ratio of normal and abnormal images in the 
dataset to 5:5, and then the prediction accuracy was measured. 
As a result of comparing the accuracy of each pre-learning 
model before and after solving the data imbalance problem, 
when the data imbalance problem was solved, the entire 
dataset was reduced by half from 40,000 to 20,000 pieces, but 
the accuracy was higher. 

This showed that higher accuracy and performance can be 
expected by achieving the balance between classes rather than 
increasing the size of the dataset. 

In future research, it is expected that a more accurate and 
reliable prediction model can be built by balancing the ratio 
between classes by considering the imbalance problem of the 
dataset. 
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