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Abstract—CNNs have shown remarkable performance on a va-
riety of computer vision problems. However, CNN-based models
require a lot of computational resources, which have limitations
of resource-constrained environments. To address this problem,
various lightweight techniques have been developed, such as
pruning of network structures. This paper employed a genetic
algorithm (GA) to implement pruning with various pruning
rates, aiming for the efficient DenseNet. We optimized the dense
connectivity pattern of DenseNet-BC (k=12) using a GA-based
pruning method with multi-dimensional encoding scheme. We
demonstrate that the proposed method can perform similarly
with fewer parameters than the baseline model.

Index Terms—genetic algorithm, pruning, deep learning, com-
puter vision

I. INTRODUCTION

Convolutional neural networks (CNNs) have demonstrated
remarkable performance in various computer vision tasks, such
as image classification and object recognition. The emergence
of models such as LeNet [1] and AlexNet [2], which have
a simple structure, led to a visual geometry group network
(VGGNet) [3], which has a deeper network depth. How-
ever, the problem of gradient vanishing or exploding as the
layers become deeper led to the emergence of the residual
network (ResNet) [4], which solved this problem using skip-
connection. Then came densely connected convolutional net-
works (DenseNet), designed to be more parameter efficient
than ResNet and reduce over-fitting. Notably, DenseNet has
achieved state-of-the-art results in image classification with
the lowest number of parameters compared to other networks
[5].

Despite the successes of CNN-based models, it face lim-
itations on low-end devices, such as mobile devices, due
to their substantial computational and memory requirements
[6]. To tackle these challenges, researchers have proposed
methods to make CNNs lighter, including pruning [7], [8],
quantization [9], [10], and knowledge distillation [11], [12].
Among these methods, pruning, which involves removing
synapses connected to neurons, corresponds to a combinatorial
optimization problem [13].

Previous work has employed evolutionary algorithms to
address pruning methods for combinatorial optimization prob-
lems. EvoPruneDeepTL [14] utilizes a genetic algorithm to
prune the fully-connected layers of a transfer learning model,
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aiming to enhance performance by reducing the number of
neurons. In DeepPruningES [15], the Multi-Objective Evolu-
tion Strategy (MOES) algorithm is applied for filter pruning
in deep convolutional neural networks (DCNNs) to decrease
model complexity. Cho et al. [16] employed a memetic genetic
algorithm for filter pruning to reduce forward convolution
computation while minimizing the decrease in accuracy.

This paper focuses on optimizing the dense connectiv-
ity pattern of DenseNet-BC (k=12), which has the fewest
parameters among the DenseNet variants, using a genetic
algorithm (GA). The experiment aims to reduce the parameter
number of DenseNet-BC (k=12) with various pruning rates
while minimizing the degradation in network performance.
We employed a heuristic method, the GA, to address the
combinatorial optimization problem of pruning. To evaluate
the proposed method, we compare the accuracy and number
of parameters of DenseNet-BC (k=12) and pruned DenseNet-
BC (k=12) on the CIFAR-10 dataset.

II. BACKGROUND
A. Dataset

CIFAR-10 is a small resolution (32x32) RGB image and
contains 60,000 pictures, of which 50,000 are the training
set and 10,000 are the test set. It also has ten classes, with
6 thousand images in each class [17]. We used random
horizontal flips and 32x32 random crop for data augmentation.

B. Genetic Algorithm

Genetic algorithms are optimization algorithms that mimic
natural evolution. The theory of natural evolution is that
new species can adapt to their environment better than their
ancestors through evolution. GA is a meta-heuristic algorithm
that solves problems through evolution. GA creates solutions
and uses fitness measures to evolve them. The fitness function
gives each solution a fitness value. Genetic operations such as
crossover and mutation are executed on the selected solution
based on fitness value [18]. This process is repeated until a
termination condition is met to improve the solution [19].

C. DenseNet

DenseNet uses dense connectivity to enhance the informa-
tion flow between layers. Dense connectivity means receiving
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Fig. 1. DenseNet architectures

and concatenating all feature maps produced in each layer.
Each layer generates k feature maps guided by the growth
rate to regulate the amount of information it contributes to
subsequent layers. Due to the substantial amount of informa-
tion acquired at each layer, bottleneck layers are employed to
reduce computational complexity. The structure of bottleneck
layers involves placing batch normalization (BN), rectified
linear unit (ReLU), and a 1x1 convolution layer (Conv) before
BN, ReLU, and a 3x3 Conv. When utilizing such bottleneck
layers, the model is referred to as DenseNet-B. For down-
sampling the feature maps, the transition layer consists of
BN, 1x1 Conv, and 2x2 average pooling layers. To enhance
model compression, the feature maps of the transition layer
are reduced by a factor denoted as 6, which was set to 0.5
in the experiments. When employing this approach, the model
is referred to as DenseNet-C. Therefore, in this paper, the
baseline model, referred to as DenseNet-BC (k=12), is a model
that contains bottleneck layers, compression, and has a growth
rate of 12.

III. METHODOLOGY

Figure 1 depicts the structure of DenseNet [5]. For the
baseline model in our experiments, DenseNet-BC (k=12) con-
sists of 16 Bottleneck blocks in each Dense block, with all
Bottleneck blocks connected through Dense Connections.

To optimize the dense connectivity pattern of DenseNet, we
applied a GA, an optimization technique inspired by Darwin’s
evolutionary theory. Using a multi-dimensional encoding of
(N+2)x(N+2), we represented connections among N bottle-
neck blocks, inputs, and outputs within a dense block.
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Fig. 2. Example of multi-dimensional encoding

Figure 2 shows an example of multi-dimensional encoding
in DenseNet with three bottleneck blocks and three dense

blocks. We set a constraint to ensure a directed connection
between bottleneck blocks always exists, maintaining a min-
imum information flow. The remaining matrix elements are
filled with binary values based on pruning rate (p=50, 60, 70,
80, 90), where 1 indicates an enabled dense connection, and 0
indicates a disabled connection. In other words, DenseNet-BC
(k=12) is represented by a 3x18x18 matrix, corresponding to
its three dense blocks and 16 bottleneck blocks.
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Fig. 3. Example of crossover in multi-dimensional encoding

The fitness value for evaluating each individual is set to be
the accuracy on the test set after training the decoded model
for one epoch. It then creates a pair of offspring using the two
randomly selected parents. During crossover, it selects random
points in each row and column of a two-dimensional matrix.
Figure 3 shows an example of crossover in multi-dimensional
encoding. It generates the first offspring by utilizing the first
and third quadrants of the first parent and the second and fourth
quadrants of the second parent. Simultaneously, it generates
the second offspring using the second and fourth quadrants of
the first parent and the first and third quadrants of the second
parent.
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Fig. 4. Example of mutation in multi-dimensional encoding

Figure 4 depicts an example of a mutation in multi-
dimensional encoding. The bit-flip mutation by selecting ran-
dom points in each row and column of the two-dimensional
matrix was used.

TABLE I
PARAMETERS AND VALUES USED IN THE IMPLEMENTATION OF GENETIC
ALGORITHM
Parameter Value
Pruning rate 50, 60, 70, 80, 90
Population size 20
Number of generations 10
Crossover probability 100%
Mutation probability 10%
elitism rate 20%

Table I shows the parameters and values used to implement
the GA. The parameters such as pruning rate, population
size, number of generations, crossover probability, mutation
probability, and elitism rate must be determined to implement
GA. The population size and the number of generations are set
to 20 and 10, respectively. Crossover is applied with a 100%
probability, and the mutation rate is set to 10%. To move the
best individuals to the next generation, we copied the top 20%
of the parent and transferred the best 80% of the offspring to
the next generation. The proposed method in this paper was
implemented using PyTorch [20] and experimented on an Intel
Core i7-7700k CPU (4.20GHz), NVIDIA GeForce GTX 1090
GPU, and 64GB of memory.

IV. RESULTS

TABLE 11
PERFORMANCE COMPARISON OF DENSENET-BC (k=12) AND PRUNED
MODELS WITH VARIOUS PRUNING RATE

Model #Params | Accuracy
DenseNet-BC (k=12) 0.80M 95.49
w/pruning (p=50%) DenseNet-BC (k=12) 0.5IM 94.56
w/pruning (p=60%) DenseNet-BC (k=12) 0.55M 94.96
w/pruning (p=70%) DenseNet-BC (k=12) 0.61M 94.92
w/pruning (p=80%) DenseNet-BC (k=12) 0.68M 95.03
w/pruning (p=90%) DenseNet-BC (k=12) 0.78M 95.15
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Fig. 5. Comparative analysis between DenseNet-BC (k=12) and pruned
DenseNet-BC (k=12) with various pruning rate

Table II and Figure 5 shows the accuracy and number of
parameters of the baseline model, DenseNet-BC (k=12), and
the pruned model with various pruning rates. When pruning
the baseline model through the proposed method (p=50), the
number of parameters was reduced by up to 36.25%, while
the accuracy decreased by only 0.93%. The proposed method
(p=60) reduced the number of parameters by 31.25%, with
only a 0.53% decrease in accuracy compared to the baseline
model. The proposed method (p=70) reduces the number of
parameters by 23.75% and only decreases the accuracy by
0.57%. The proposed method (p=80) reduces the number of
parameters by 15% compared to the baseline model, with
only a 0.43% decrease in accuracy. Finally, the results of the
proposed method (p=90) showed a reduction in the number of
parameters by up to 2.5%, with the accuracy decreasing by
0.34% compared to the baseline model. The results demon-
strate that the proposed method can find efficient models with
a minimal loss of accuracy (<1%) compared to the baseline
model while reducing the number of parameters.

V. CONCLUSIONS & FUTURE WORK

This paper proposes a GA-based pruning method, with
DenseNet-BC (k=12) as the baseline model. We compare the
accuracy and number of parameters with the baseline model,
demonstrating that our proposed pruning method reduces the
number of parameters and shows performance similar to that
of the baseline model. However, there is a limitation to this
research. It requires a high computational cost to find an
efficient model. To solve this problem, future works which
consider a surrogate model to approximate the fitness value
are required. It is also necessary to optimize different well-
known models to validate that the methodology is effective for
pruning and analyze whether it achieves higher performance
than other heuristic algorithms.
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