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Abstract—Web Real-Time Communication (WebRTC) enables
low-latency communication and is commonly used for real-time
video streaming. To ensure acceptable Quality of Experience
(QoE) for video streaming services, a real-time QoE monitoring
model is required. While Full-Reference (FR) models have a
high correlation with subjective evaluations, they are not suitable
for real-time monitoring. In contrast, No-reference (NR) models
exhibit real-time performance but lower correlation. In this
paper, we propose a deep learning-based NR model that achieves
the same level of QoE estimation accuracy as the FR model.
For the training data, we used the QoE computed from Video
Multimethod Assessment Fusion (VMAF), an FR model known
to be highly correlated with subjective ratings. The proposed
model is trained to estimate QoE based on WebRTC statistics.
Our experiments show that the proposed NR model outperforms
the existing model in terms of Root Mean Squared Error (RMSE)
and Pearson Correlation Coefficient (PCC).

Index Terms—QoE, VQA, WebRTC, Deep learning

I. INTRODUCTION

In recent years, video streaming services have become
widespread on the internet. HTTP Live Streaming (HLS) and
Dynamic Adaptive Streaming Over HTTP (MPEG-DASH)
are often used for on-demand video streaming services but
have a latency of several seconds because these streaming
services rely on reliable transport of TCP. WebRTC is often
utilized as a video streaming service because of its low latency,
which is achieved by using UDP as the transport protocol.
This allows real-time communication with a latency of a few
milliseconds to less than one second. Thus, it is suitable for
many applications that require real-time performance, such as
live streaming and robotic remote control [1]. In the case of
live streaming services, resource management is an important
issue because of the large number of users involved. However,
in addition to resource management, it is also important
to maximize user Quality of Experience (QoE); therefore,
continuous real-time QoE monitoring is required.

Monitoring user scores is crucial for assessing Quality of
Experience (QoE), as it is a subjective metric that depends

on user evaluation. However, obtaining consistent feedback
from users regarding QoE can be quite expensive because it
requires specific environments and human resources. ITU-T/R
recommendations are specified for various services that are
necessary for subjective assessment. Since service providers
aim for objective assessments to estimate QoE and ensure
optimal QoE for streaming services, various objective QoE
estimation models have been studied for different applica-
tions and architectures [2]. For example, ITU-T P.1203 [3]
is a standardized model for this purpose. However, most of
these models focus on TCP-based streaming services such as
HLS, DASH, and HTTP adaptive streaming (HAS). Although
many studies have been conducted on QoE estimation for
WebRTC, most of them assume videoconferencing and do not
consider high-quality video streaming. Among the objective
QoE estimation models, Full-Reference (FR) models corre-
late highly with subjective evaluations, whereas No-Reference
(NR) models have real-time performance but lower correlation
because they cannot access the full information of the video
[4]. However, since live streaming services require Real-time
QoE monitoring, an NR model is required. WebRTC statistics
have been shown to be effective as non-referenced metrics for
QoE estimation [5].

In this paper, we propose a no-reference model that can
estimate QoE in real-time from WebRTC statistics using a
neural network trained with VMAF [6] as the ground truth,
which is well correlated with subjective evaluation as an ob-
jective QoE evaluation model. Evaluation experiments showed
that the proposed NR model outperformed the Root Mean
Squared Error (RMSE) and Pearson Correlation Coefficient
(PCC) values of the existing model. Contributions of this study
are as follows.

• We created a dataset for WebRTC video streaming that
includes WebRTC statistics and MOS of VMAF.

• We show that the estimation accuracy is improved when
the resolution and frame rate of the reference video are



provided as inputs to the model.
• The proposed method uses a simple Deep Neural Net-

work (DNN) and achieves 0.97 in PCC with 6.59K
Floating-Point Operations (FLOPs).

The remainder of this paper is organized as follows. Section
II describes the related studies and techniques. Section III
describes the proposed model, including the dataset and QoE
estimation model. The accuracy of the proposed model is
evaluated in Section IV. Finally, Section V provides a summary
and discusses future work.

II. RELATED WORKS

A. Video Quality Assessment for QoE

Video quality assessment can be divided into two categories,
depending on the subject being evaluated. The International
Telecommunication Union (ITU) has standardized various
quality assessment models for subjective and objective in ITU-
T/R recommendations. Each model is described in relation to
a real-time streaming service using WebRTC in the following.

1) Subjective Video Quality Assessment for QoE: Subjec-
tive assessment is performed by watching a video and evalu-
ating the quality of the user’s experience. Several evaluation
models have been standardized, depending on the type of
media, such as TV videos and multimedia applications, and
specifications for experimental environments and evaluation
videos have been defined [7]. However, subjective assessment
requires a lot of time and human resources and is costly
because of the need to implement a specified environment. In
addition, in cases such as real-time streaming services, where
QoE must be constantly monitored, users must constantly pro-
vide feedback on QoE. Therefore, it is difficult to implement
such a system because it requires constant operation by the
user while watching the video.

2) Objective Video Quality Assessment for QoE: Objective
assessment is a method for evaluating the Quality of Expe-
rience (QoE) with metrics measured as Quality of Service
(QoS) metrics in a system. Unlike subjective evaluations that
rely on user scores, objective assessments use information
from videos (e.g., reference and distorted video, resolution,
and frame rate) and networks (e.g., jitter, packet loss rate,
and bit rate) to make quality estimations. Additionally, these
metrics to estimate QoE are collected in real-time compared
to subjective assessments. Therefore, objective assessments
play an important role in the evaluation of QoE in resource
management of streaming services. The three models are as
follows.

• Full-Reference (FR) model: FR models estimate QoE
by comparing the reference videos in the streamer and
distorted videos in the viewer. Thus, the FR model has
the highest estimation accuracy among the three models
because the FR model uses all the video information.
However, it is not suitable for real-time QoE estimation
because the FR model needs not only to obtain the refer-
ence videos before distortion but also large computational
resources are required for video comparison.

• Reduced-Reference (RR) model: In contrast to FR mod-
els, RR models do not use the reference videos as is,
but use the features extracted from the reference videos
and distorted videos for QoE estimation. This model is
also unsuitable for real-time QoE estimation because RR
requires features related to the original video.

• No-Reference (NR) model: NR models do not use any
knowledge of the original video but only the information
available on the viewer side to estimate QoE. Therefore,
it is suitable for real-time streaming services that use QoE
for the streaming controls because NR models estimate
QoE based on information easily obtained in real-time,
such as network information mentioned above.

Quality of Experience (QoE) is evaluated using the Mean
Opinion Score (MOS) value, which is derived from the
Absolute Category Rating (ACR) method specified in ITU-
T recommendation P.910 [8]. The MOS value is rated on
a 5-point scale, from 1 (bad) to 5 (excellent), based on
subjective evaluation. Subjective assessments using objective
metrics include clustering approach [9], [10] and regression
approach [5], [11].

B. QoE in WebRTC

WebRTC is a promising technology for low-latency stream-
ing and has been evaluated in terms of QoE. A study investi-
gating quality assessment using FR models in WebRTC [12]
reported various studies on QoE in WebRTC, and many studies
have analyzed various Quality of Service (QoS) parameters
such as throughput, jitter, packet loss, and bitrate. According
to the NR model based on multiple regression using WebRTC
statistics [5], four metrics of WebRTC statistics are used to
estimate QoE. However, this study only focused on videocon-
ferencing and did not consider high-quality video streaming
with high resolution and frame rate.

C. VMAF

Video Multimethod Assessment Fusion (VMAF) [6] is an
FR model developed by Netflix for media streaming services.
It is a machine learning-based model that scores each frame
ranging from 0 (lowest quality) to 100 (highest quality) by
regression estimation using Support Vector Regression (SVR)
with multiple image quality metrics. It is known to correlate
better with subjective assessments than existing FR models,
such as PSNR [13], SSIM [14], and MS-SSIM [15]. In a
study on the mapping between VMAF scores and MOS values
[11], an optimized mapping model is proposed for 15, 30, and
60 fps, which are commonly used in delivery services. The
performance of this model in terms of estimation accuracy
has been demonstrated to be superior to the results obtained
using the video quality assessment model specified by ITU-
T Recommendation P.1203 for TCP-based video streaming
services [3].

D. QoE estimation model using machine learning

Regardless of FR or NR models, many models that use
machine learning and deep learning have been proposed [2].



Fig. 1: Overview of the proposed model.

One of these, the NR model [16], which is based on a
DNN and uses 89 network parameters as inputs, outperforms
existing FR models. However, some of the input parameters,
such as stalls and overall streaming score, are not obtained in
real-time, and there is potential for further research on real-
time evaluations.

III. PROPOSED MODEL

The proposed model utilizes deep learning with WebRTC
statistics as input along with QoE measured through MOS
values derived from VMAF, which has a high correlation with
subjective assessments. The MOS values are used as training
data to estimate the QoE objectively in real-time and with high
accuracy. As shown in Fig. 1, the upper part of the figure
displays the process of calculating the VMAF score, which
is an FR model that uses two recorded videos, a reference
video, and a distorted video. The videos must have the same
resolution and number of frames, but if there are missing
frames or freezes owing to network factors, the distorted video
on the viewer side may be affected. In this study, a text
box with a frame number corresponding to each frame of
the reference video is drawn in advance, and the video is
processed using the system described in [12] to match the
number of frames between the original and distorted videos.
The computed VMAF score, which ranges from 0 to 100, is
converted to a MOS value ranging from 1 to 5 using a model
in reference [11]. The lower part of Fig. 1 shows the QoE
estimation model, which is built by training a neural network
that takes WebRTC statistics as input and estimates the QoE
per second generated in the process shown in the upper part.

A. Environment for data collection

An overview of the dataset collection system is shown in
Fig. 2. The system uses the QoE measurement system of
Elastest [17], an open-source platform for end-to-end testing
of various WebRTC applications used in the study [12]. A
videoconferencing demo application, AppRTC [18] is used to
perform P2P communication via WebRTC.

First, after starting AppRTC on the Docker container, launch
two Google Chrome browsers on the local machine and
connect them to the AppRTC server to exchange Session De-
scription Protocol (SDP) and Interactive Connectivity Estab-
lishment (ICE), which are necessary for establishing WebRTC

Fig. 2: Data collection system.

TABLE I: Configuration for data collection.

Video Animation [19]
Codec VP8

Resolution (16:9) 720p, 1080p
Frame rate (fps) 15, 30, 60

Duration (s) 10
Packet loss rate (%) 0, 15, 30, 45

Jitter (ms) 0, 25, 50, 75
Bandwidth (Mbps) 6, 5, 4, 3, 2, 1, 0.75, 0.5, 0.25

P2P communication ( 1⃝). SDP contains information about
available parameters, such as codecs, bitrate, IP addresses, and
port numbers. By exchanging the SDP, browsers set the content
for P2P communication. The ICE contains information on the
communication route candidates between the two browsers and
is registered with each browser to establish communication.
Once the browsers are connected, P2P video streaming begins
( 2⃝). At this time, the port number of the viewer’s browser
receiving the stream is extracted, and “tcconfig” is used
to apply the various network conditions listed in Table I.
“tcconfig” is a Python wrapper for the “tc command” and can
easily control various network parameters such as bandwidth,
latency, and packet loss.

In this system, the browser functions as a presenter on
the sender side, and the other browser functions as a viewer
on the receiver side. The presenter encodes the source video
and sends it to the viewer, which utilizes Google Chrome’s
Chrome Option to stream the video file as a camera image.
While streaming is in progress, the MediaRecorder API is used
to record the streams of both the presenter and the viewer,
and WebRTC statistics are collected every second using We-
bRTC’s getStats API ( 3⃝). Once the stream is completed,
the videoconference is terminated, and the recordings and
statistics are downloaded. The dataset is created by processing
the recordings and WebRTC statistics collected during this
process. Note that if bandwidth limitation or packet loss
occurs during streaming, Google Congestion Control (GCC)
dynamically changes the bitrate, resolution, and frame rate.



B. Dataset

1) Data processing: The previous section involved col-
lecting recordings to determine the VMAF scores. Frame-by-
frame models used for estimating QoE face the challenge of
handling missing frames and distorted videos. The ElasTest
system, which calculates QoE, includes video preprocessing
to address these issues and calculates the VMAF score by
aligning the resolution and number of frames. The VMAF
score is calculated for each frame and then converted to a scale
from 1 to 5 MOS values, as the VMAF score is expressed as
a value from 0 to 100. The following equation from the study
[11] is used to convert the VMAF score to MOS values:

MOSfromVMAF = ai + biVMAF + ciVMAF 2 (1)

Each coefficient is optimized for 15, 30, and 60 fps.
Next, preprocessing of the WebRTC statistics is required.

The WebRTC statistics collected in the previous section are
JSON-format data containing various types of statistics. The
WebRTC statistics used in this paper are 44 of the type
“inbound-rtp.” These statistics include statistics regarding the
receiving stream, such as the jitter, packet loss, resolution,
and frame rate. Note that this statistic can be obtained from
the viewer. First, statistics such as ID and SSRC, which are
considered unrelated to the estimation of QoE, are removed.
Then, the accumulated statistics are recalculated into one-
second values.

2) Configuration for data collection: The parameters uti-
lized for data collection are presented in Table I. The source
video employed is an animation that is segmented into 10-
second clips. The network conditions are based on those used
in previous studies [11], [12]. Three network parameters are
changed to control the packet loss rate, jitter, and bandwidth.
The jitter is set with a base delay of 100 ms, and the bandwidth
condition is established by selecting five or six levels for each
resolution and frame rate. Data are collected separately for
each condition and a combination of jitter and bandwidth
limitations. A total of five streaming sessions are conducted
for each condition, resulting in 8,100 seconds of collected data
in total, with 50 seconds of data recorded for each condition.

C. QoE estimation model

We propose a QoE estimation model that utilizes a DNN
with the same architecture as the NR model [16], which
achieves the same level of accuracy as the FR models. The
hidden layer of the DNN comprises three layers, with 12,
48, and 48 nodes, respectively, and the model outputs a
single estimated QoE value at the output layer. The number
of trainable parameters is 3337 and the activation function
is a Rectified Linear Unit (ReLU) function, with the loss
function being the Mean Absolute Error (MAE). The WebRTC
statistics provided as inputs to the model have completely
different scales for each parameter, requiring pre-processing
before input into the model. Specifically, the jitter and bytes
received per second have a scale difference of approximately

Fig. 3: The distribution of jitter values.

108, and preprocessing is necessary to standardize the data,
scaling the mean to zero and the variance to one.

In addition, Spearman’s rank correlation coefficients and
p-values are calculated between the MOS values and each
parameter to identify inputs that were considered uncorrelated.
Only parameters for which the p-value is less than 0.05 are
selected as inputs to the model.

When creating training data for neural networks, outliers
must be handled carefully. Although the interquartile range
(IQR) can be used to remove outliers, it may result in the
deletion of more than half of the dataset if one outlier is
present. Therefore, outliers are not removed in this study, and
detailed examinations are required to determine whether they
are true outliers.

For example, consider the histogram of the jitter in the
dataset shown in Fig. 3. It can be seen from the figure that
most of the jitter values in the dataset are concentrated around
0.0− 0.1. However, the data are also widely distributed in the
range above 0.1. Therefore, if IQR is used, a large number of
jitter values are eliminated as outliers, and whether jitter values
above 0.1 are appropriate as outliers depends on the network
and device. However, the jitter value is related to many
network conditions such as bandwidth and congestion and
their combination can also cause a high jitter value. According
to the research on the application of WebRTC to in-vehicle
communication [20], it shows that jitter values greater than
0.1 seconds may well be observed. After preprocessing, the
DNN model is trained using 24 different WebRTC statistics.
The dataset is split at a ratio of 8:2 and is used for training
and testing. The initial learning rate is set to 0.001, and 100
epochs are trained with a batch size of 32.

IV. RESULTS

To evaluate the estimation accuracy of the trained models
on the test data, the proposed model is evaluated using the
Root Mean Squared Error (RMSE) and Pearson Correlation
Coefficient (PCC), which are commonly used in regression



(a) 24 parameters of “inbound-rtp” as
input.

(b) 26 parameters of “inbound-rtp”
and “media-source.”

Fig. 4: Estimation scatter plot of each model.

TABLE II: RMSE and PCC by model.

Parameters RMSE PCC
24 0.2926 0.9443
26 0.2198 0.9702

models to evaluate the estimation accuracy of the trained
models on the test data. Two models were trained. One
model was trained with the WebRTC statistics included in
the ”inbound-rtp” described in Section III as input, and the
other model was trained with the resolution and frame rate
information of the reference video included in the ”media-
source” type statistics. Note that this statistic can be obtained
from the presenter.

A. Accuracy of proposed model

Figure 4 shows the estimation scatterplot of the model
trained from the WebRTC statistics contained in “inbound-rtp.”
The vertical axis represents the estimations and the horizontal
axis represents the correct QoE score. (a) shows the estimation
of the model with 24 parameters, and (b) shows the estimation
of the model with the resolution and frame rate added to the
input before they are changed by GCC. The RMSE and PCC
values of each model are listed in Table II.

The results from Fig. 4 show that the model that only uses
“inbound-rtp” statistics has a slightly skewed distribution from
the center line, with several data points that are significantly
different from the estimations. Eleven of these data points had
errors of ±1 or higher. However, the model that added the
resolution and frame rate of the source video to the input
exhibited less error variation, with only four estimation errors
of ±1 or higher. Additionally, the latter model achieved higher
accuracy for both RMSE and PCC, as shown in Table II. This
is because even the same resolution and frame rate values can
have different meanings, depending on whether they are the
result of degradation or the original values. Adding the original
media information to the input is considered to have improved
the accuracy because the model can learn the differences in
dynamic changes. Additionally, the accuracy of the NR model
is better than the RMSE value (0.8686) of the same NR
model achieved in the previous study [16]. Although a direct
comparison is not possible owing to the difference in the

(a) 24 parameters of “inbound-rtp” as
input.

(b) 26 parameters of “inbound-rtp”
and “media-source.”

Fig. 5: The distribution of estimation error

(a) Frame rate of the reference video (b) Bytes received per second

Fig. 6: Estimation scatter plot colored by statistics

dataset and data volume, the proposed model enables direct
estimation of QoE from WebRTC statistics, even for UDP-
based WebRTC streaming.

B. Analysis of the model

The histograms in Fig. 5 depict the distribution of the
estimation error for each model. The one in (a) shows that the
error distribution is slightly shifted to the left, with an error
center of 0.0, indicating that the model slightly underestimates
QoE. In (b), the error distribution is more evenly centered
around 0.0, suggesting that this model has a smaller error
than (a) and does not overestimate or underestimate the QoE.
This indicates that incorporating information about the original
video in the “media-source” can improve accuracy and pro-
duce an unbiased estimation model by allowing comparisons
that consider changes in the stream due to statistics, such as
FR and RR models, even though it is an NR model.

Next, we examined the test data with large estimation
errors based on a model that incorporated the original media
information to enhance the accuracy. As shown in Fig. 4(b),
a scatter plot is colored according to the parameter values.
Fig. 4(a) displays the original frame rate of each test data,
while Fig. 4(b) shows the data colored by the number of
bytes received. From Fig. 4(a), it can be seen that most of
the large errors occur at 60 fps, whereas from Fig. 4(b),
it can be seen that the data are collected at a bit rate of
approximately 300, 000 − 400, 000 Bytes/s, that is, approxi-
mately 2.4 − 3.2 Mbps. This indicates that at least 4 Mbps
is required for delivery at 60 fps over 720p, suggesting that
a large error occurs when quality degrades due to network
constraints during high-quality streaming. In particular, packet
loss is not combined with other network conditions during



data collection, and streams that include more than 15 % of
packet losses are approximately 10 % of the dataset. Moreover,
the fact that only a small amount of packet loss occurs when
jitter occurs suggests that the effects of packet loss may not
have been fully learned. In addition, because each plot in
Fig. 4, 6 shows the estimated QoE for one second, a few
values have a significantly high estimation error and it is
possible that some parameters contain outliers that cause large
errors. Therefore, it can be affected that the estimation can be
improved by collecting more data and performing appropriate
outlier processing.

The computational complexity is evaluated using FLOPs
and calculated by keras-flops [21]. The FLOPs of the pro-
posed model is 6.59K. This indicates that the computational
complexity of the proposed model is lower than that of FR
models that use large neural networks [22], [23].

V. CONCLUSION

We created a dataset that includes the QoE of the FR
model and WebRTC statistics for real-time QoE estimations
during WebRTC streaming under various conditions. Using
this dataset, we trained DNN models and found that providing
not only “inbound-rtp” statistics but also source media infor-
mation that changes dynamically based on network conditions
improves model accuracy. Our results show that the deep
learning-based NR model with WebRTC statistics is effective
in estimating QoE for WebRTC streaming with higher RMSE
and PCC values than those in existing studies. The proposed
model exhibits low computational complexity, making it suit-
able for real-time monitoring of large-scale video streaming
systems. However, because the dataset only includes animation
currently, it is necessary to add different types of videos in
the training to enhance the generality of the proposed model.
Additionally, it is important to optimize parameters such as
the number of layers and nodes in the DNN and compare
its practicality and accuracy with those of existing machine
learning models in terms of processing latency, computational
cost, and other factors.
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