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Abstract—Advances in communication technology and embed-
ded systems have ushered in a new paradigm known as the
Internet of Things (IoT). Currently, IoT is one of the most
significant trends in industrial transformation and beyond 5G
networks. Blockchain techniques have become essential features
for applications, primarily due to their potential in ensuring
security and privacy. Consequently, there is a growing interest in
utilizing Blockchain for these purposes in modern IoT devices.
In this paper, we introduce the Proof of Stake (PoS) algorithm
as a mean to achieve consensus among nodes for anomaly
data detection. The Blockchain model in IoT encompasses four
elements: Hashprev, Hashnext, Transactions, and Randomness.
During the election process in Blockchain, the sensor nodes
consider two parameters: firstly, node identification based on the
Internet Protocol (IP), and second, the Uniform Resource Name
(URN). Our findings show that the proposed method outperforms
existing schemes in terms of the Quality of Experience (QoE)
metrics, such as the Processing Time Reduction Ratio (PTRR),
Resource Gain (RG), and latency.

Index Terms—Internet of Things, Security, Blockchain, QoS

I. INTRODUCTION

The Internet of Things (IoT) has emerged as a pivotal
technology, garnering substantial attention from both academic
and industry researchers. Presently, IoT holds paramount sig-
nificance in information technology (IT) and computer engi-
neering, enabling researchers to assemble, test, and dissemi-
nate data. Projections suggest that by the end of 2025, most
individuals will possess approximately nine smart devices in
their daily lives [1]. Within an IoT network, sensors play
an indispensable role as they capture, collect, transfer, and
process environmental data, subsequently transmitting it to
Cloud Computing (CC) [2]. Consequently, IoT can bolster a
range of 5G and beyond scenarios, e.g., business applications,

encompassing smart farming, smart factories, smart cities, and
the food industry.

The advent of Blockchain networks can address myriad
security challenges in IoT. Fundamentally, Blockchain can
oversee both large and small scale distributed systems and
IoT networks [3]. Within IoT networks, Blockchain serves
as a system for logging and communicating information to
CC. What distinguishes Blockchain from other systems is its
distributed information storage across all IoT sensors. As a
result, encryption and data distribution techniques substantially
diminish the potential risks of hacking, deletion, and data
manipulation. Blockchains facilitate decentralized transaction
validation, leading to significant cost reductions [4].

Cryptocurrency protocols employ the Proof of Stake
(PoS) mechanism [5] to achieve consensus. In PoS-based
Blockchains, transaction verification depends on the tokens
that participants have staked or secured within the network as
collateral. In this study, we introduce an anomaly detection
method leveraging the PoS algorithm. Collective anomalies
are identified based on typical time series patterns, such as
recurring patterns observable across multiple IoT devices [6].
The PoS algorithm adopts a dual-faceted approach for reliable
data acquisition: node identification based on the Internet
Protocol (IP) [7] and the Uniform Resource Name (URN) [8].
A detailed discussion of the proposed method is presented in
Section III. The principal objectives of the present study are:

• To examine Quality of Experience (QoE) methodologies
rooted in Blockchain techniques for specific IoT systems.

• To enhance the Processing Time Reduction Ratio (PTRR)
and Resource Gain (RG) utilizing the PoS algorithm.



• To mitigate latency by augmenting the number of appli-
cations.

II. RELATED WORK

The primary objective of this article is to detect anomalous
data within IoT environments. Consequently, the related re-
search should primarily address three essential topics: QoS,
QoE, and the QoE/QoS relationship.

Uthansakul, et al. [9] introduced an Artificial Neural Net-
work (ANN) algorithm to assess QoE utilizing Drive Tests.
The data for this study were gathered with the aid of sensor
devices and multimedia services. Their approach demonstrated
commendable performance, being cost-effective and efficient
in processing time. Li, et al. [10] put forth a smart routing
protocol based on collaborative theory to identify anomalous
data. Their study underscores crucial determinants influencing
data transmission and implements multi-hop wireless network
(MWN) applications. When juxtaposed with the Ad-hoc On-
Demand Distance Vector (AODV) and Dynamic Source Rout-
ing protocol (DSR), their method consumed less energy and
exhibited reduced latency. Mahmud, et al. [11] presented a
QoE-aware application founded on fog computing and the
fuzzy logic algorithm. They employed the fuzzy logic ap-
proach to compute the ratings of anticipated services and
to maximize QoE. Their research stood out for its average
application placement time, cost-effectiveness, and minimal
data packet loss during transfer. Baranwal, et al. [12] in-
troduced the Topsis algorithm to detect anomalies in data,
drawing upon fog computing. Their approach leveraged the
Topsis algorithm to categorize challenges and seek solutions
aligned with algorithmic features. Their findings highlighted
that their method’s processing time and network congestion
outperformed other techniques. Sefati and Halunga [13] advo-
cated for data forwarding in IoT networks with a keen aware-
ness of fault tolerance, employing clustering methodologies.
To counteract anomalous data, they implemented techniques
emphasizing high remaining energy and low buffer queues
for data transmission to neighboring devices. Their approach
showcased superiority over metaheuristic algorithms in energy
conservation and latency reduction. Jinha Song et al. [14]
focus on enhancing IoT Blockchain networks’ security through
the development of a novel anomaly detection method and
a corresponding visualization tool. Their work introduces a
dynamic threshold-based anomaly detection technique, which
is particularly suited for IoT devices, and develops a tool for
the real-time monitoring of Blockchain health and IoT data.
Furthermore, their study addresses the unique challenges in
applying traditional anomaly detection methods within the
Blockchain context, especially for resource-constrained IoT
environments.

III. THE PARAMETERS OF QOE

QoE, or Quality of Experience, gauges a customer’s overall
satisfaction level with a vendor. It operates similarly to Quality
of Service (QoS). In QoE, both hardware and software metrics
can be measured, and guarantees regarding these metrics can

be provided to customers [15]. Some primary criteria in QoE
include the PTRR, RG, and low latency. This section will delve
into the mathematics of these parameters.

PTRRij =
epti × ops

dssi
(1)

where epti indicates the value of the application required by
resources. In this metric, pt indicates to the processing time
and i is a working application on the cloud. ops demonstrate
the processing speed of computing, where ps is the processing
speed and o is number of computing. dssi is the data signal
size of application. The average PTTR can be demonstrated
as:

PTTRavg =
1

NoA
PTRR (2)

where NoA represents how many applications were success-
fully installed on the CC instances. Moreover, RG is a metric
that evaluates the resource consumption of a users [12], and
can be expressed as:

RGij =
oRa
j

eRr
i

(3)

where ORa
j demonstrates the resource availability of comput-

ing instance j. Ra is the available resource at j time. eRr
j is the

expected value of the required resources of the application. Rr
is the required resource.

RGavg =
1

NoA
RG (4)

where NoA represents how many applications were success-
fully installed on the CC instances.

The low latency is the consumed time for the successful
end-to-end transmission of one packet to the cloud and can be
represented as:

Ttotal = Tproc−TX+Taccess+TTR+Tproc−RX+TAck (5)

where Tproc−TX demonstrate the signal processing, and
TProc−RX shows delay in the receiver. TAccess shows the
devices access to the channel, and TTR is the delay for packet
transmission in space.

A. Blockchain model

The Blockchain in the IoT model consists on four ap-
proaches: HashPrev , Hashnext ,Transactions and Random-
ness. The duty of HashPrev is to capture the first input data
in the network, and this Hash can no longer be changed once
set. Hashnextis responsible for selecting the next block based
on the previous block. For example, if an IoT sensor inputs
data for the first time with this IP address: 172.16.154.47 and
URN: isbn: 9780470114872, the Hashnext must accept the
new data with this IP and URN.

Fig 1 demonstrates that Blockn+1 is newly generated based
on the previous block. Transactions save all information pack-
ets in both Blockn+1 and Blockn . Meanwhile, Randomness,
in this context, refers to a predictable sequence used to



Fig. 1. Blockchain based on Hash

calculate the progression from the previous block to the next
during generation.

When the Blockchain system want to select Blockn+1,
Hashnext, and randomness, it works as equation (6).

rn =
mn + tknrn −mn

tkn
(6)

where mn demonstrates the original value of the first block.
After record the previous Blockn, Hashnext become m′

n.
Tapdor key is tkn.Tapdor key is 256 binary digits long and
often consists of 64 numbers and letters.

B. Proposed method

PoS is a consensus mechanism employed within Blockchain
networks to achieve agreement among nodes. Such consensus
mechanisms are vital for validating the authenticity of data
and ensuring network security. Bitcoin, the pioneering digital
currency, employed a Proof of Work (PoW) algorithm for this
purpose. Nevertheless, several researchers have highlighted the
significant energy consumption, high costs associated with
block mining, and relatively slow transaction confirmation
speeds inherent to PoW algorithms. In this study, we introduce
a method to detect anomalous data utilizing the PoS algorithm.
In supply chain contexts, shipment delays are frequent; how-
ever, when these delays become recurrent, they warrant further
investigation [16]. Fig 2 illustrates the method proposed in this
study.

By using this algorithm, we can reach reliable data and
send it to users. In which, data is first collocated from the
environment, then sent to the Blockchain system to find the
anomaly data, where the Blockchain system is divided into 8
steps:

• Step 1: The Blockchain system is distributed in all sensors
in each cluster.

Fig. 2. Blockchain based on Hash

• Step 2: When each sensor wants to add new data from the
environment to the network, they must use 4th method:
Hashprev ,Hashnext,Transactions and randomness.

• Step 3: In this method, all sensor nodes in the network are
committee members. Therefore, all committee members
should accept approval to add new information to the
network.

• Step 4: When new data is extracted from the environment,
the public key of the new data will propose to the
recommender.

• Step 5: Before the start of the election, a new seed is
set randomly for each term. A seed is a particular node
that authorizes the incorporation of new nodes into the
network and maintains the strength of the network at all
times by allowing them to synchronize and obtain a copy
of the network’s data. This process is so important to find
the anomaly data in a network because, without random-
ness, sensor nodes (committee members) can predicate
the data and cannot find the anomaly. Furthermore, new
data used a previous blockn as a new seed for next
generation and Hashnext will be new seed.

• Step 6: For identify the anomaly data we used the 2
parameters for evaluation. First, Identity addressing based
on IP: In order to send and receive data in an IoT system,
each node needs to have an IP address. It is similar to
a telephone number, and it should be unique. In this
proposed method the object name service (ONS) first
captures the IP address of each node and this process
called Hashprevand after each extracting the Hashnext

compare this evaluation.
• Step 7: In this study, we have focused on evaluating iden-

tity addressing based on both the URN and the IP between
the nodes. It is crucial to clarify the use of terminologies
Uniform Resource Identifier (URI) and URN as they are
used interchangeably at certain points in the paper. While
URIs and URNs are conceptually similar, their functional
roles can differ significantly, especially in Blockchain-
based systems like the one discussed in our paper. In our



methodology, we predominantly deal with URNs when
discussing identity addressing within the Blockchain net-
work. The URN is produced by the Internet engineering
task force (IETF). The IETF describes the syntax possible
addressing method and registration method. A URI is a
string of characters used to identify or name a resource
on the IoT. URI schemes include the Hypertext Transfer
Protocol (HTTP) and File Transfer Protocol (FTP). In the
context of the IETF community, two distinct syntax types
are recognized: Prefix and Suffix. For the purposes of our
method, we specifically employed the Suffix syntax. Fig
3 shows the difference between these 2 approaches.

Fig. 3. Blockchain based on Hash

• Step 8: The committee member is elected based on those
parameters. The committee member used this formula:

γ =
hash

2hashlen
(7)

hashlen is the bit-length of hash. γ is the value used to
verify committee member. Table I shows the encoding
message and the trusted data elected between the 30
nodes. In this table, sensors were accepted based on
the IP checker and URN. The data is transformed into
JSON (JavaScript Object Notation) messages, and these
messages are encoded using the IOTA API methods.

IV. RESULTS

The proposed method in this paper has been simulated in
Network Simulator (NS3) and compared with Fuzzy based
QoE aware placement (FQP) [12] and Topsis based QoE
aware placement (TQP) [13]. The dataset is used in a real
environment and the simulation parameters are summarized
in table I.

The first metric, PTRR, shows that the proposed method has
an excellent experimental in comparison with FQP and TQP.
The FQP has used fuzzy logic, hence this algorithm takes time
to process. Fig 5 shows the PTRR.

The second metric shows that the proposed method performs
well in resource gain. The TQP also has an immediate answer
to the proposed method. TQP used a Topsis algorithm for

TABLE I
SIMULATION PARAMETERS

Parameters Value
Access rate 2-10 per sec

Resource requirement 1-8 CPU
Processing time 30-120 ms

Service cost 0.1-0.15 per min
Data signal size 1000-2000 instructions
Round trip time 100-600 ms

Fig. 4. Processing Time Reduction Ratio

awareness of the QoE. Fig 4 shows the average RG in the
same dataset.

Concerning the delay, Fig 6 are shown the results obtained
regarding delay in ms versus the number of applications. The
result shows that the proposed method has a lower latency in
compering with other algorithms.

V. CONCLUSION

An up-to-date networking and computing approach for the
IoT, sensor networks, and other applications has recently been
acclaimed as CC. There are several benefits of using available
networks in conjunction with CC. One of the main challenges
with cloud-based IoT systems is establishing an algorithm that
can efficiently detect anomalous data. This paper employs the
Blockchain PoS approach to detect such data. In the PoS
algorithm, we employed election techniques, of which two
types are discussed. We have evaluated identity addressing
based on both the URN and the IP between the nodes. If
51 percent of nodes agree on a data value, this information
can be added to the network. The results indicate that our
proposed method offers improved PTRR and RG compared to
other methods with lower latency.
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