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Abstract—Semi-supervised object recognition has emerged as 
a prominent area of research within computer vision. It offers the 
potential to significantly decrease the necessity for costly 
bounding-box annotations. Although there has been considerable 
success, the current advancements primarily concentrate on two-
stage detection networks such as Faster RCNN, while study 
pertaining to single-stage detectors receives limited attention. This 
paper centers its attention on semi-supervised learning applied to 
the advanced and widely adopted single-stage detection network 
YOLOv8. Our method uses only a minimal amount of labeled data 
to successfully carry out the training, where we have explored 
various approaches like data augmentation, student-teacher 
network, pseudo labeling, and transfer learning. Furthermore, we 
have refined  YOLOv8 implementation to optimize the advantages 
offered by semi-supervised learning. To validate our approach, we 
performed extensive experiments on the challenging OpenLogo 
Dataset, which contains 27,000 images across a total of 352 classes. 
The results were obtained with a limited amount of labeled data 
and a substantial amount of unlabeled data. 

Keywords— semi-supervised learning, YOLOv8, student teacher 
network, brands logo recognition. 

I. INTRODUCTION  
The recent year has seen significant advancements in object 

detection, thanks to a multitude and innovative methods [1], [2], 
[3], [4]. While achieving remarkable success, the use of object 
detection has long been hindered by the requirement for 
annotations. To address this challenge, several research studies 
[5], [6], [7] have been dedicated to the field of semi-supervised 
object detection. 

Taking inspiration from the progress made in image 
classification [8], [9], recent initiatives have also turned to the 
approach of teacher-student learning for semi-supervised object 
detection [5], [6], [7]. The core principle involves the utilization 
of a teacher network to produce pseudo labels for enhancing the 
performance of the student network, and to ensure the alignment 
of both networks robust and subtle data augmentations are 
separately applied, as discussed in [10], [11]. 

Nevertheless, these approaches primarily concentrate on 
two-stage detection networks such as Faster RCNN [2], with 
limited exploration in the widely adopted one-stage models like 
the YOLO models [12], [3], [4]. It can turn out to be an optimal 
choice to directly apply the current teacher-student method to 

the one-stage object detector because of the enormous difference 
between one-stage and two-stage methods. 

In this article, we introduced a teacher-student learning 
method designed specifically for single-stage object detection. 
Our base model YOLOv8 [15] , which is one of the cutting-edge 
detection models, incorporates several training strategies within 
its framework, including Exponential Moving Average (EMA) 
[8], data augmentations, rate decay, and cosine-based learning. 
Simultaneously, we made adjustments to certain 
hyperparameters based on the semi-supervised training. 

II. RELATED WORK 

A. Semi-Supervised Object Detection 
Object detection [1], [2], [3], [13] in the context of deep 

learning approaches can be roughly divided into two main 
categories: one-stage and two-stage. To be more precise, two-
stage techniques [1], [2], [14] generate an acceptable amount of 
possible object parts first, subsequently, aggregate the features 
of these parts or regions to predict the appropriate bounding box 
and classes. The adaptability and performance of two-stage 
algorithms are frequently higher than those of single-stage 
approaches, however, their inference is a slower contrary to 
single-stage methods [3], [4] which predict the bounding box 
and classes of directly depending on the feature maps. 

The method of pseudo-label based semi-supervised learning, 
as proposed in earlier work [16], involves utilizing the model's 
own predictions as definitive labels for guiding the semi-
supervised training process, and in recent studies, researchers 
have turned to the approach of teacher-student learning [8], [9], 
[17]. Specifically, the Mean Teacher approach, as introduced in 
previous studies [8] implements data augmentation on the 
student network and compute the consistency loss and to 
enhance training stability and incorporates EMA to update the 
teacher's parameters based on the student's parameters. This 
strategy serves as an effective measure against confirmation 
bias, as discussed in [6]. 

Recent studies [5] stand out as a prominent example of a 
teacher-student based approach for semi-supervised object 
detection. It split the semi-supervised learning process into two 
stages: the initial pseudo-labeling phase for unlabeled data, 
followed by the subsequent re-training phase predicated on these 
pseudo-labels. In this research, our main objective is to 



investigate the applicability of the teacher-student learning 
approach towards the robust single-stage detection model [15]. 
Additionally, we investigate the complex training methods 
frequently employed in single-stage models to evolve with the 
concept of teacher-student learning. 

III. METHODOLOGY 
The proposed architecture in Fig.1 is composed of two 

networks with similar settings, which are the student and teacher 
detection models. The teacher model plays a pivotal role in 
generating pseudo labels, which subsequently guide the training 
of the other model, alongside the ground truth. The optimization 
process for the student network is explicitly stated by. 

 ℒ =  ℒ𝑆𝑆𝑆𝑆𝑆𝑆  𝜆𝜆 .  ℒ𝑆𝑆𝑈𝑈𝑆𝑆𝑆𝑆𝑆𝑆 ,  (1) 

Here, the 'λ' represents the hyper-parameter used to fine-tune 
the impact of the unsupervised loss. Throughout the training 
process, the teacher model parameters 'θt,' are adapted from the 
student model parameters 'θs,' through the application of 
exponential moving average. This can be formulated as follows. 

 𝜃𝜃𝑆𝑆 ← 𝜃𝜃𝑆𝑆 +  𝛾𝛾 𝜕𝜕(ℒ𝑆𝑆𝑆𝑆𝑆𝑆+𝜆𝜆𝑢𝑢 ℒ𝑆𝑆𝑈𝑈𝑆𝑆𝑆𝑆𝑆𝑆)
𝜕𝜕𝜕𝜕𝑆𝑆

,𝜃𝜃𝑇𝑇 ← 𝛼𝛼 𝜃𝜃𝑇𝑇 + (1 − 𝛼𝛼) 𝜃𝜃𝑇𝑇    (2) 

As can be seen, 𝛾𝛾  refers to the learning rate, and 𝛼𝛼  to 
the EMA coefficient. Here EMA is applied to allow the teacher 
network to provide reliable pseudo-labels throughout training. 

End-to-end detection is a common strategy applied by one-
stage detection models, unlike two-stage networks, where 
assuming a labeled image will be 𝐼𝐼𝑖𝑖 ∈ 𝑟𝑟ℎ×𝑤𝑤×3, while the single-
stage detection model will give out a tensor 𝑇𝑇𝑖𝑖 ∈  𝑟𝑟𝐻𝐻×𝑊𝑊×(𝐶𝐶+5) 
to handle the combined multitask prediction, where 𝐶𝐶 stands for 
the count of object classes, 5 for the confidence score, and the 
bounding box coordinates. As a result, the supervised loss 
ℒ𝑆𝑆𝑆𝑆𝑆𝑆  will be described as 

 
ℒ𝑆𝑆𝑆𝑆𝑆𝑆(𝑇𝑇𝑖𝑖,𝑦𝑦𝑖𝑖) = ℒ𝐼𝐼𝐼𝐼𝑆𝑆(𝑇𝑇𝑖𝑖, 𝑦𝑦𝑖𝑖𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶) + ℒ𝐶𝐶𝐼𝐼𝑈𝑈𝐶𝐶(𝑇𝑇𝑖𝑖, 𝑦𝑦𝑖𝑖𝐶𝐶𝐼𝐼𝑈𝑈𝐶𝐶)       (3) 

  + ℒ𝐶𝐶𝐶𝐶𝑆𝑆(𝑇𝑇𝑖𝑖, 𝑦𝑦𝑖𝑖𝐶𝐶𝐶𝐶𝑆𝑆) 

Here 𝑦𝑦𝑖𝑖  represents the labels for class, coordinates, and 
confidence score whereas binary cross entropy losses for 
confidence score regression and classification are ℒ𝐶𝐶𝐶𝐶𝑆𝑆  and 
ℒ𝐶𝐶𝐼𝐼𝑈𝑈𝐶𝐶  and IOU loss is denoted as ℒ𝐼𝐼𝐼𝐼𝑆𝑆 . Concerning the 
unsupervised loss, a simple approach involves choosing 
predicted bounding boxes that surpass a predetermined 
threshold as pseudo-labels. This can be expressed as follows. 

ℒ𝑆𝑆𝑈𝑈𝑆𝑆𝑆𝑆𝑆𝑆(𝑇𝑇𝑆𝑆 ,𝑦𝑦𝑆𝑆) = ℒ𝐼𝐼𝐼𝐼𝑆𝑆(𝑇𝑇𝑆𝑆 ,𝑦𝑦𝑆𝑆𝐶𝐶𝐼𝐼𝐼𝐼𝐶𝐶) + ℒ𝐶𝐶𝐼𝐼𝑈𝑈𝐶𝐶(𝑇𝑇𝑆𝑆 ,𝑦𝑦𝑆𝑆𝐶𝐶𝐼𝐼𝑈𝑈𝐶𝐶)   (4) 
  + ℒ𝐶𝐶𝐶𝐶𝑆𝑆(𝑇𝑇𝑆𝑆 ,𝑦𝑦𝑆𝑆𝐶𝐶𝐶𝐶𝑆𝑆) 

Here, the set of pseudo-labels is represented by 𝑦𝑦𝑆𝑆 for object 
class, coordinates, and confidence. 

IV. EXPERIMENT SETUP & RESULTS 

A. Dataset and Evaluation Metrics 
We trained the proposed model on the OpenLogo dataset 

[18]. We created sets of labelled images having percentages of 
5%, 10%, and 15%, respectively, and utilized the other images 
as unlabelled data. We used mAP (mean average precision) at 
IoU threshold 50 (mAP50) and mAP at IoU threshold 50-95 
(mAP50-95) as our evaluation metrics. 

B. Model Training 
We experimented with YOLOv8l and used it as a 

basic framework and started the training with random weights. 
We utilized the exponential moving average for momentarily 

assembling the model parameters to further improve training 
stability. We additionally retained the data augmentations that 
were part of YOLOv8, such as the random horizontal 
flips, random image scaling, mosaic augmentation, and HSV 
color-space augmentation.  

The hyperparameters configuration can be seen in TABLE 
1. Furthermore, we adjusted several key hyperparameters in the 
teacher-student learning framework, particularly we lowered the 
pseudo-labeling threshold from 0.7, which is often set at higher 

Fig. 1. The Proposed Architecture consist of Teacher Model which produces  pseudo-labels for the student model. Its parameters are updated from the 
student model via EMA. The model uses a  standard YOLOv8 Optimization scheme. 



levels in two-stage methods, to 0.4. This tweak tackles the 
problem of noisy pseudo-labeling.  

TABLE I.  HYPERPARAMETER CONFIGURATION 

Hyperparameters Settings 
Learning Rate 0.01 

Momentum 0.937 
EMA Coefficient 0.9996 

Optimizer SGD 
Weight Decay 0.0005 

Batch Size 16 
Epochs 300 

C. Results 
Throughout the training process, we noticed that as we 

increased the volume of labelled data with the percentages of 
5%, 10%, and 15%, mean Average Precision (mAP) kept 
increasing at a specific rate. However, after 200 epochs, a 
subsequent decline in mAP was observed. Overall, the 

mAP_0.5 peaked at 0.75 while mAP_0.5:0.95 peaked at 0.59 
which can be seen in Fig 2. Training losses (box loss, cls loss, 
obj loss) kept relatively low at 0.012, 0.001, 0.005 respectively. 

V. CONCLUSION 
This paper presents a single-stage semi-supervised object 

detection approach, an area that has remained relatively 
unexplored in the existing literature. We introduced a student-
teacher learning network tailored for the single-stage detection 
model. Furthermore, we have chosen the advanced YOLOv8 
detection model as our basic framework. We have meticulously 
refined its implementation to fully leverage the advantages of 
semi-supervised object detection, and to assess the performance 
of our model, we employed the mean Average Precision (mAP) 
as our primary evaluation metric. The results obtained based on 
different settings support its effectiveness in addressing the 
identified primary two-stage semi-supervised object 
detection issues. 
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Fig. 2. Performance metric curve for the proposed method 


